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Content systems and deformations of cyclotomic
KLR algebras of type A and C

Anton Evseev and Andrew Mathas ∗

We record with deep sadness the passing of Anton Evseev on February 21, 2017.

Abstract. This paper initiates a systematic study of the cyclotomic KLR algebras of affine types A
and C. We start by introducing a graded deformation of these algebras and then constructing all
of the irreducible representations of the deformed cyclotomic KLR algebras using content systems,
which are recursively defined using Rouquier’s Q-polynomials. This leads to a generalisation of the
Young’s seminormal forms for the symmetric groups in the KLR setting. Quite amazingly, the same
theory captures the representation theory of the cyclotomic KLR algebras of affine types A and C,
with the main difference being that the definition of the residue sequence of a tableau depends on
the Cartan type. We use our semisimple deformations to construct two “dual” cellular bases for the
non-semisimple KLR algebras of affine types A and C. As applications we recover many of the main
features from the representation theory in type A, simultaneously proving them for the cyclotomic
KLR algebras of types A and C. These results are completely new in type C and we, usually, give more
direct proofs in type A. In particular, we show that these algebras categorify the irreducible integrable
highest weight modules of the corresponding Kac–Moody algebras, we construct and classify their
simple modules, we investigate links with canonical bases and we generalise Kleshchev’s modular
branching rules to these algebras.

1. Introduction

The KLR algebras are a remarkable family of graded algebras that were independently
introduced by Khovanov–Lauda [36] and Rouquier [62, 63]. These algebras are now central
to many of the recent developments in representation theory, not least because these
algebras categorify the positive part of quantised Kac–Moody algebras [68].
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194 Anton Evseev & Andrew Mathas

The cyclotomic KLR algebras are natural finite dimensional quotients of the KLR al-
gebras that categorify the irreducible highest weight representations of the corresponding
quantum groups [10, 14, 31, 69]. These algebras are only well understood for quivers of
type A(1)

e−1 and A∞, where it has been possible to bootstrap results using the Brundan–
Kleshchev isomorphism theorem [10], which shows that the cyclotomic KLR algebras of
type A are isomorphic to the (ungraded) Ariki–Koike algebras. Using the Brundan–
Kleshchev isomorphism, there is now an extensive literature in type A including a cate-
gorification theorem [11], cellular bases [9, 24], and results on Specht modules [13, 25, 40].

Very little explicit information is known about the cyclotomic KLR algebras for other
Cartan types and even in type A our understanding is imperfect because it is seen through
the lens of the Brundan–Kleshchev isomorphism theorem, which does not keep track of
the grading. Hu and Shi have proved an amazing general formula that gives the graded
dimensions of the weight spaces of the cyclotomic KLR algebras of symmetrisable Cartan
type [28]. Recent work of the second author and Tubbenhauer [56, 57] shows that the
cyclotomic KLR algebras of types A(2)

2e , B∞, C(1)
e−1 and D

(1)
e−1 are graded cellular algebras,

in the sense of [21, 24], using the weighted KLRW algebras pioneered by Webster [69, 70,
71] and Bowman [9], who mainly consider type A. The combinatorics in this paper is
influenced by a beautiful series of papers by Ariki and Park [5, 6, 7], which determine the
representation type of the cyclotomic KLR algebras in certain types, and by the attempts
of Ariki, Park and Speyer [8] to construct Specht modules for the cyclotomic KLR algebras
of affine type C. The semisimplicity of the cyclotomic KLR algebras of types A and C is
determined in the papers [52, 65].

The cyclotomic KLR algebras are defined by generators and relations with the most
important relations being encoded in Rouquier’s Q-polynomials. Modulo a choice of signs,
which do not affect the algebras up to isomorphism, the “standard” Q-polynomials in
literature take the form

Qi,j(u, v) =


u− v if i → j,
(u− v)(v − u) if i⇆ j,
u− v2 if i ⇒ j,

where i and j are vertices of the underlying quiver and u and v are indeterminates of
degree 2 (see subsection 2B for more detailed definitions.) Our starting point is to consider
“deformations” of these polynomials, such as

Qx
i,j(u, v) =


u− v − x2 if i → j,(
u− v + x2) (v − u+ x2) if i⇆ j,

u−
(
v − x2)2 if i ⇒ j,

where x is an indeterminate over K of degree 1. (We allow more general deformations.)
Using the standard Q-polynomials Qi,j(u, v), and a dominant weight Λ, we define the
“standard” (cyclotomic) KLR algebras RΛ

n via Definition 2C.2. Using the deformed Q-
polynomials Qx

i,j(u, v), the same definition gives us the deformed (cyclotomic) KLR al-
gebras RΛ

n , for n ≥ 0. For quivers of types A(1)
e−1 and C

(1)
e−1 we show that the deformed

cyclotomic KLR algebras RΛ
n are split semisimple graded algebras over K[x±] = K[x, x−1].

We prove this by introducing content systems, which are a generalisation of the classi-
cal content functions from the semisimple representation theory of the symmetric groups.
Unlike the classical situation, a content system consists of two functions that determine
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“contents” and “residues”, where the content function is determined by the Q-polynomials.
We use content systems to construct irreducible representations of the deformed cyclotomic
KLR algebras of types A and C over K[x±], giving a generalisation of Young’s seminormal
forms in the KLR setting. The appearance of seminormal forms in the representation the-
ory of the KLR algebras of type A is not surprising but, at least for us, this was unexpected
for the algebras of type C.

The graded semisimple deformations of the cyclotomic KLR algebras gives a new way
of approaching the non-semisimple representation theory of the cyclotomic KLR algebras,
even though these algebras are rarely semisimple. The deformed cyclotomic KLR algebras
are semisimple over K[x±] but they stop being semisimple when x is not invertible, which
allows us to recover the standard cyclotomic KLR algebras from the deformed algebras
by specialising x = 0. In this way, we can use the semisimple representation theory of
RΛ

n over K[x, x−1] to understand the non-semisimple representation theory of RΛ
n over K.

In fact, throughout the paper we work mainly with the deformed KLR algebra RΛ
n , both

because RΛ
n is easier to work with and because it has a richer representation theory that

encodes everything about RΛ
n .

The first main result of this paper, Theorem 4F.1, is the following.

Theorem A. Let RΛ
n be a cyclotomic KLR algebra of type A(1)

e−1 or C(1)
e−1. Then RΛ

n is a
graded cellular algebra.

Knowing that an algebra is cellular gives a framework for understanding its representa-
tion theory, including a construction of the irreducible representations of the algebra. We
actually prove several enhanced versions of Theorem A. First, over a positively graded
ring K, such as K[x], we show that the deformed KLR algebra RΛ

n over K is a graded K-
cellular algebra, where K-cellularity further generalises cellular algebras to the category
of finite dimensional graded algebras that are defined over graded rings. Secondly, we
construct four different cellular bases of RΛ

n , two of which specialise to give cellular bases
of RΛ

n , and two of which give bases for the split semisimple algebra RΛ
n when we extend

scalars to K[x±].
The proof of Theorem A starts by using our generalisation of Young’s seminormal

forms to show that RΛ
n has two seminormal cellular bases, {f◁

st} and {f▷
st}, over K[x±]. The

seminormal bases are characterised as bases of simultaneous eigenvectors for the generators
y1, . . . , yn of RΛ

n , where the eigenvalues are given by our content systems. The seminormal
bases are then used to show that RΛ

n has two “integral” cellular bases, {ψ◁
st} and {ψ▷

st}
(Definition 4A.5), that are defined over K[x] and which specialise to give cellular bases
of RΛ

n . In type A, the ψ-bases of RΛ
n generalise the ψ-bases constructed in [24]. The

transition matrix from the f◁-basis to the ψ◁-basis is unitriangular, as is the transition
matrix from the f▷-basis to the ψ▷-basis, so it is very easy to deduce properties of ψ-bases
from the seminormal bases.

The key difference between the ψ◁-basis and the ψ▷-basis, and between the f◁-basis
and the f▷-basis, is that one is defined using the reverse dominance order on the set of
ℓ-partitions and the other is defined using the dominance order. (Here ℓ is the level of the
dominant weight Λ; see subsection 3B.) That is, by reversing the choice of partial order
in our definitions we can switch between these two families of cellular bases. In turn,
this leads to the construction of two closely related families of cell modules, or Specht
modules, {S◁

µ} and {S▷
ν}, and two families of simple RΛ

n(F [x])-modules {D◁
µ} and {D▷

ν}.
Throughout the paper we keep track of these two families of modules because, aside from
the notation, doing this requires almost no extra work, with the only real difference being
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whether we work with the dominance or reverse dominance order. In fact, we need to work
with these two “dual” families of modules because some of our main results are proved by
exploiting the close connections between these two families of modules.

Once we have proved that RΛ
n and RΛ

n are cellular algebras, we next turn to understand-
ing their representation theory. We first use the semisimple representation theory to show
that RΛ

n (and RΛ
n ), is a graded symmetric algebra. There is a natural symmetrising form

that is defined using defect polynomials (Definition 4D.2), which are graded analogues of
the generic degrees from the representation theory of cyclotomic Hecke algebras [50]. In
particular, this allows us to show that S◁

λ is isomorphic to the dual of S▷
λ, up to shift. The

defect of a Specht module is equal to the degree of its defect polynomial. Defect is a key
invariant of the blocks of the cyclotomic KLR algebras, which generalises the p-weight of
a partition in the modular representation theory of the symmetric groups.

As a second application of the semisimple representation theory, we give explicit Specht
filtrations of the modules obtained by inducing and restricting the Specht modules of RΛ

n

over an arbitrary ring. Together with the combinatorics based on the defect polynomials,
the graded branching rules for the Specht modules translate into our next main result,
which is a categorification theorem. To state this we need to introduce some notation.

Let K be a field and x an indeterminate over K. We consider K[x] as a positively graded
ring, with x in degree 1, and set A = Z[q, q−1]. Let RepK RΛ

n(K[x]) be the category of graded
RΛ

n(K[x])-modules that are finite dimensional as K-vector spaces and let ProjK RΛ
n(K[x]) be

the full subcategory of projective RΛ
n(K[x])-modules. Let[

RepK RΛ
• (K[x])

]
and

[
ProjK RΛ

• (K[x])
]

be the direct sum of the Grothendieck groups of these categories for n ≥ 0, which we
consider as free A-modules by letting q act as the grading shift functor.

Suppose that Γ is a quiver of type A(1)
e−1 or type C(1)

e−1. Let Uq(gΓ) be the correspond-
ing quantised Kac–Moody algebra and let UA(gΓ) be Lusztig’s A-form of Uq(gΓ). For a
dominant weight Λ, let L(Λ)A be the A-form of the corresponding irreducible integrable
highest weight module for UA(gΓ) and let L(Λ)∗ be is dual, with respect to the Cartan
pairing.

Theorem B (Cyclotomic categorification theorem). Suppose that Γ is a quiver of type
A

(1)
e−1 or C(1)

e−1 and let Λ be a dominant weight. Then, as UA(gΓ)-modules,

L(Λ)A ∼=
[
ProjK RΛ

• (K[x])
]

and L(Λ)∗
A

∼=
[
RepK(RΛ

• (K[x])
]
.

This result, which is Theorem 6D.20, is not new. In type A(1)
e−1 it is one of the main

results of [11]. More generally, [31] establishes this result whenever Γ is a quiver of sym-
metrisable Cartan type. What is new about this result is that it is deduced almost directly
from the graded branching rules for the Specht modules of RΛ

n(K[x]), which directly encode
the action of Uq(gΓ) on the Grothendieck groups. This explicit link with the representation
theory of RΛ

n(K[x]) makes it much easier to apply this result to the representation theory
of RΛ

n(K[x]). In fact, the information flow is stronger in both directions, so we also use the
representation theory of RΛ

n(K[x]) to better understand L(Λ). In particular, we are able
to give detailed information about the canonical bases of L(Λ)A and L(Λ)∗

A and their role
in this categorification theorem.

Our approach to Theorem B is partly based on [11], although our perspective is fun-
damentally different because we work almost exclusively inside the Grothendieck groups
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of the cyclotomic KLR algebras whereas [11] works mainly inside a combinatorial Fock
space, which we also use. In particular, we use Theorem A, and the triangularity of the
decomposition matrices of RΛ

n(K[x]), to show that Lusztig’s bar involution is triangular
on the basis of Specht modules. Our arguments work simultaneously for the algebras of
type A

(1)
e−1 and C

(1)
e−1 and, via Theorem A, we obtain two versions of Theorem B cor-

responding to the ψ◁ and ψ▷ cellular bases. This gives two explicit realisations of the
irreducible integrable highest weight UA(gΓ)-modules L(Λ)A and L(Λ)∗

A.
Our next main goal is to classify the irreducible graded RΛ

n(K[x])-modules. Our parallel
theories, using the ψ◁ and ψ▷ cellular bases, leads to two combinatorial descriptions of the
crystal graph of L(Λ), which we call the ◁-crystal graph and the ▷-crystal graphs in this
introduction. To describe these, let I be the vertex set of the quiver Γ. The paths in the
crystal graphs of L(Λ) are labelled by n-tuples i ∈ In, corresponding to generalisations of
Kleshchev’s good node sequences (Definition 6F.5). Each good node sequence i determines
two paths: one path 0ℓ

i◁
⟿ µ in the ◁-crystal graph and a second path 0ℓ

i▷
⟿ ν path in

the ▷-crystal graph. Here, 0ℓ is the empty ℓ-partition and µ,ν are ℓ-partitions of n. Let

K◁
n =

{
µ ∈ Pℓ

n

∣∣∣∣ 0 i◁
⟿ µ for some i ∈ In

}
and

K▷
n =

{
ν ∈ Pℓ

n

∣∣∣∣ 0 j▷
⟿ µ for some j ∈ In

}
be the vertex sets of the two crystal graphs. Calculations with the canonical bases in the
Grothendieck groups RepK RΛ

• (K[x]) and ProjK RΛ
• (K[x]) allows us to classify the irreducible

RΛ
n(K[x])-modules over a field, for n ≥ 0. As Theorem 6F.14, we prove.

Theorem C. Let K be a field. Up to shift, {D◁
µ|µ ∈ K◁

n} and {D▷
ν |ν ∈ K▷

n} are both
complete sets of pairwise non-isomorphic irreducible RΛ

n(K[x])-modules.

In particular, over any field, this result classifies the irreducible modules of the cyclo-
tomic KLR algebras of type A(1)

e−1 and C
(1)
e−1.

Theorem C implies that there is a bijection m : K◁
n −→ K▷

n such that D◁
µ

∼= D▷
m(µ).

In Corollary 5E.8 we show that if

µ ∈ K◁
n and 0ℓ

i◁
⟿ µ

is a path in the ◁-crystal graph of L(Λ) then there is a unique ℓ-partition

ν = m(µ) such that 0ℓ
i▷
⟿ ν

is a path in the ▷-crystal graph. This gives a way to compute the ℓ-partition m(µ). In
the special case of the symmetric groups, this gives another description of the Mullineux
map, which describes what happens to the simple modules of the symmetric group when
they are tensored with the sign representation. We introduce a sign representation for the
algebras RΛ

n(K[x]) and show in our setting, which generalises that of the symmetric groups,
the Mullineux map is the function µ 7→ m(µ)′, where µ′ is the ℓ-partition conjugate to µ;
see subsection 4A.

Finally, we show that Kleshchev’s modular branching rules [38] extend to give branching
rules for the simple RΛ

n(K[x])-modules. For i ∈ I, let EΛ
i and FΛ

i be the corresponding
i-restriction and i-induction functors and let ei and fi be Kashiwara’s operators on the
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crystal graph of L(Λ). We refer the reader to subsection 6G for the precise definitions and
statements, but the main results take the form:

Theorem D. Suppose that µ ∈ K◁
n, ν ∈ K▷

n and i, j ∈ I. Then, up to grading shift,

D◁
eiµ = soc

(
EΛ

i D
◁
µ

)
, D◁

fiµ = head
(
FΛ

i D
◁
µ

)
,

D▷
ejν = soc

(
EΛ

j D
▷
ν

)
and D▷

fjν = head
(
FΛ

j D
▷
ν

)
.

In type A(1)
e−1, Brundan and Kleshchev [11, Theorem] prove one version of this result

by lifting Ariki’s [1, 4] and Grojnowski’s work [22], from the ungraded representation the-
ory, into the KLR world. More generally, for any symmetrisable Cartan type, Lauda and
Vazirani [44] show that analogues of these modular branching rules categorify the crystal
graph of L(Λ) by lifting parts of Grojnowski’s approach to the KLR setting. Lauda and
Vazirani’s result does not imply Theorem D because it is not clear how their crystal graph
is related to the labelling of the simple modules given in Theorem C. Our proof of Theo-
rem D is almost axiomatic in that it uses Theorem B to lift the result from Theorem B
and properties of the canonical basis.

Throughout the paper we work almost exclusively with a deformed cyclotomic KLR
algebra RΛ

n that has a content system to prove our results, after which the results for RΛ
n

are obtained by specialising the deformation parameters to 0. We show by example that
every cyclotomic KLR algebra of types A(1)

e−1 and C
(1)
e−1 has a graded content system over

Z[x], so our results apply to all cyclotomic KLR algebras of affine types A and C over any
ring. In type A(1)

e−1, the results we obtain for RΛ
n were known but those for RΛ

n are new.
In type C(1)

e−1, all of these results are completely new. As we note in subsection 2B, the
results in this paper also extend to quivers of type A∞ and C∞. It likely that the general
framework that we develop can be modified to work in other types.

It is quite striking that we are able to prove all of these results using a common frame-
work for the cyclotomic KLR algebras of type A(1)

e−1 and C
(1)
e−1. Ultimately, the reason

why this works is that our deformation arguments show that the algebra RΛ
n over K[x±] is

isomorphic to a direct sum of matrix algebras that depend only on n and ℓ, and not on
the choice of dominant weight Λ or even on the quiver Γ. In fact, Theorem 3F.8 shows
that if n and ℓ are fixed then, for any choice of content system, the deformed cyclotomic
KLR algebras over K[x±] are canonically isomorphic as ungraded algebras.

An index of notation is included at the end of the document, before the list of references.

2. KLR algebras

2A. Graded rings, algebras and modules. Throughout this paper we work with Z-
graded rings, algebras and modules. For convenience, we refer to each of these structures
as being graded. This section recalls the basic definitions that we need for modules over
graded rings.

All rings in the paper will be commutative integral domains with 1. A graded ring is a
ring K that has a decomposition K =

⊕
d ∈ ZKd as an additive abelian group such that

KdKe ⊆ Ke+d. In particular, note that K0 is a subring of K.1
Let K be a graded commutative domain. Then:
1We apologise to the readers who instantly think that K is a field. In the body of the paper we mostly

work with a field K, which is a k-algebra (often the field of fractions of the ring k), and we consider modules
over the graded rings k[x], K[x] and K[x±].
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• A graded K-module is a K-module M that admits a decomposition
M =

⊕
d ∈ ZMd as a K0-module such that KdMe ⊆ Md+e.

• A graded K-algebra is a K-algebra A that admits an decomposition
A =

⊕
d ∈ ZAd as a graded K-module such that KdAe ⊆ Ad+e.

• A graded A-module is an A-module M that admits a decomposition
M =

⊕
d ∈ ZMd as a graded K-module such that AdMe ⊆ Md+e.

If R =
⊕

dRd is a graded ring, algebra or module let R be the corresponding structure
obtained by forgetting the grading. An element m ∈ R is homogeneous of degree d if
0 ̸= m ∈ Rd, in which case we set deg(m) = d. By definition, 0 is not homogeneous. In
particular, note that if r ∈ R and m ∈ M are homogeneous then deg(rm) = deg(r) +
deg(m). Further, R is positively graded if there are no elements of negative degree (that is,
these are non-negatively graded structures) and R is concentrated in degree d if R = Rd.

In this paper the three types of graded rings K that we consider are:
• commutative domains k with 1,
• polynomial rings k[x] = k[x], where x is a (possibly empty) family of indetermi-

nates over k with each indeterminate having degree 1,
• Laurent polynomial rings K[x±] = K[x, x−1], where K is a field that is a k-algebra,

such as the field of fractions of k.
In these rings, the elements of k and K are in degree 0.

A graded field is a graded ring in which every nonzero homogeneous element has a
multiplicative inverse. In particular, K and K[x±] are graded fields. By [67, Theorem 4.1]
all graded fields are of this form.

If A is a graded K-algebra and M is a graded A-module then graded submodules,
quotient modules, projective modules, . . . are defined in the obvious ways. If K is a
graded field and A is a graded K-algebra then an irreducible graded A-module is a graded
A-module that has no non-trivial proper graded A-submodules. We emphasise that irre-
ducible graded modules make sense when the ground ring is a graded field that is not a
field.
Remark 2A.1. Let K be a field and A a graded K-algebra. Then a graded A-module
D is an irreducible graded A-module if and only if D is an irreducible A-module by [60,
Theorem 4.4.4 and Theorem 9.6.8]. In contrast, if A is a graded K[x±]-algebra then an
irreducible graded A-module is not necessarily irreducible when we forget the grading. For
example, if A = K[x±] and D = K[x±] then D is an irreducible graded A-module but D is
not irreducible as an A-module because, for example, it contains the (non-homogeneous)
ideal (x+ 1)K[x±].

If M and N are graded A-modules then a homogeneous A-module homomorphism of
degree d is an A-module homomorphism f : M −→N such that deg f(m) = deg(m) + d
whenever m ∈ M is homogeneous. In this case we write deg f = d. The map f is an
A-module isomorphism if it is bijective and it is homogeneous of degree 0.

Let q be an indeterminate and set A = Z[q, q−1] and A = Q(q). If M =
⊕

dMd is a
graded A-module and s ∈ Z let qsM =

⊕
d(qsM)d be the graded A-module that is equal

to M as an ungraded module, has (qsM)d = Md−s and with A-action inherited from the
action on M .

If M and N are graded A-modules let HomA(M,N) be the homogeneous A-module
homomorphisms of degree 0. Then HomA(qdM,N) ∼= HomA(M, q−dN) is naturally
identified with the set of homogeneous maps M → N of degree d, for d ∈ Z. Set
HOMA(M,N) =

⊕
d ∈ Z HomA(qdM,N). Define EndA(M) and ENDA(M) similarly.
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Remark 2A.2. For geometric reasons, indeterminates are usually put in degree 2. It is
more convenient for us to put the indeterminates in x in degree 1 because then the graded
field K[x±1] has a unique irreducible graded representation, namely itself; see Remark 2A.1.
(In contrast, if we set deg(x) = 2 then K[x±1] and qK[x±1] are non-isomorphic irreducible
graded K[x±1]-modules.) On the other hand, {qdK | d ∈ Z} is a complete set of pairwise
non-isomorphic unique irreducible graded K[x]-modules, where the K[x]-module qdK is
concentrated in degree d and x acts as multiplication by 0.

If A is a graded K-algebra then we will usually work in the category RepA of finitely
generated A-modules with homogeneous maps of degree 0. If K =

⊕
dKd and K = K0

is a field let RepKA be the full subcategory of RepA consisting of A-modules that are
finite dimensional as K-vector spaces. Similarly, let ProjA be the additive subcategory
of RepA consisting of projective graded A-modules and let ProjKA be the corresponding
subcategory of RepKA. The proofs of our Main Theorem B-Theorem D take place in the
categories RepK RΛ

n(K[x]) and ProjK RΛ
n(K[x]).

Let [RepKA] and [ProjKA] be the Grothendieck groups of the categories RepKA and
ProjKA, respectively. Given a module M in RepKA, or in ProjKA, let [M ] be its image
in [RepKA] or [ProjKA], respectively. Both [RepKA] and [ProjKA] are free A-modules
where q acts by grading shift. That is, [qM ] = q[M ].

2B. Quivers and Q-polynomials. In this section we fix the Lie theoretic data that will
be used throughout the paper. Let N = Z≥0 be the set of non-negative integers.

Let Γ be a symmetrisable quiver Γ with vertex set I. Let (C,P, P∨,Π,Π∨) be the
Cartan data attached to Γ, consisting of:

• A symmetrisable Cartan matrix, C = (cij)i,j ∈ I satisfies cii = 2, cij ≤ 0 for i ̸= j,
cij = 0 whenever cji = 0. Since C is symmetrisable, there exists a diagonal matrix
D = diag(di|i ∈ I) such that DC is symmetric

• The weight lattice P is a free abelian group with basis the simple roots
Π = {αi | i ∈ I}.

• The dual weight lattice is P∨ = Hom(P,Z) has basis the simple coroots
Π∨ = {α∨

i | i ∈ I}.
The Cartan pairing ⟨ , ⟩ : P∨ × P −→ Z and fundamental weights {Λi | i ∈ I} ⊂ P are
given by 〈

α∨
i , αj

〉
= cij and

〈
α∨

i ,Λj
〉

= δij , for i, j ∈ I.

The positive root lattice is Q+ =
∑

i ∈ I Nαi, and P+ =
⊕

i ∈ I NΛi is the set of dominant
weights of Γ. The height of α =

∑
i ∈ I hiαi ∈ Q+ is ht(α) =

∑
i ∈ I hi. Let Q+

n be the set
of all elements of Q+ of height n. Set h = Q ⊗Z P

∨. As C is symmetrisable, there exists
a symmetric bilinear form ( | ) on h∗ such that

(αi|αj) = dicij = cijdj and ⟨α∨
i , λ⟩ = 2(αi|λ)

(αi|αi)
, for λ ∈ h∗ and i ∈ I.

Fix n ∈ N and let Sn be the symmetric group on n letters. As a Coxeter group, Sn is
generated by the simple transpositions σ1, . . . , σn−1, where σk = (k, k+ 1) for 1 ≤ k < n.
Let L : S → N be the length function on Sn, so if w ∈ Sn then L(w) = l if l is minimal
such that w = σa1 . . . σal

, for some 1 ≤ aj < n. A reduced expression for w ∈ Sn is any
expression w = σa1 . . . σal

with l = L(w).
The group Sn acts from the left on the set In = I × · · · × I by place permutations: if

w ∈ Sn and i = (i1, . . . , in) ∈ In write wi = (iw(1), . . . , iw(n)).
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In this paper we will mainly consider the quivers of type A(1)
e−1 (e ≥ 2) and C(1)

e−1 (e ≥ 3),
for which we use the following quivers:

Type Dynkin diagram δ (d0, . . . , de−1)

A
(1)
e−1

0

12e− 1 e− 2
α0 + α1 + · · · + αe−2 + αe−1 (1, 1, . . . , 1, 1)

C
(1)
e−1 0 1 e− 2 e− 1 α0 + 2α1 + · · · + 2αe−2 + αe−1 (2, 1, . . . , 1, 2)

Here, δ is the null root, which satisfies ⟨δ, α∨
i ⟩ = 0, for i ∈ I. Notice that for both of these

quivers we have I = {0, 1, . . . , e − 1}. Our arguments apply equally well to the infinite
quivers A∞ and C∞ but there is no real gain in considering these because the cyclotomic
KLR algebras for these quivers are isomorphic to cyclotomic KLR algebras for a suitably
large finite quiver.

Fix a (graded) commutative domain K =
⊕

d ∈ ZKd and let u, v be indeterminates
over K. Following Rouquier [63, Definition 3.2.2] and Kashiwara–Kang [31], a family of
Q-polynomials for Γ is a collection of polynomials Qij(u, v) ∈ K[u, v], for i, j ∈ I, such
that Qi,j(u, v) = Qj,i(v, u), Qi,i(u, v) = 0 and if i ̸= j then

Qi,j(u, v) =
∑

p,q ≥ 0
ti,j;p,qu

pvq, where ti,j,−cij ,0 ∈ K×
0 and ti,j;p,q ∈ Kd, (2B.1)

where d = −2(αi|αj) −p(αi|αi) − q(αj |αj). That is, Qi,j(u, v) is homogeneous of degree d.
By assumption, Qi,j(u, v) = Qj,i(v, u), so ti,j;p,q = tj,i;q,p. One standard choice for these
polynomials is

Qi,j(u, v) =


u− v if i → j,
(u− v)(v − u) if i⇆ j,
u− v2 if i ⇒ j.

(2B.2)

As discussed in the introduction, this paper uses “deformed analogues” of these standard
Q-polynomials. More examples can be found in Example 3A.2 below.

For i, j, k ∈ I and indeterminates u, v and w over K, define the three variable Q-
polynomials

Qi,j,k(u, v, w) = δik
Qij(u, v) −Qjk(v, w)

u− w
, (2B.3)

where δik is the Kronecker delta. Then Qi,j,k(u, v, w) ∈ K[u, v, w].

2C. KLR algebras. This section defines the (cyclotomic) KLR algebras, which are one
of the main objects of interest in this paper. Unless otherwise stated, all of our algebras
are K-algebras, where K is a (graded) commutative integral domain with one.

As in the last section, let K =
⊕

dKd be a graded commutative ring with one and fix
algebraically independent indeterminates u1, . . . , un over K. The symmetric group Sn

acts on K[u1, . . . , un] by permuting indeterminates f 7→ wf = f(uw(1), . . . , uw(n)), for
w ∈ Sn and f ∈ K[u1, . . . , un].
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Recall from subsection 2B, that I = {0, 1, . . . , e − 1} is the (finite) vertex set of
the quiver Γ and that we have fixed a family QI = (Qij(u, v))i,j ∈ I of Rouquier’s Q-
polynomials. In addition, fix a family of homogeneous weight polynomials

WI =
(
Wi(u)

)
i ∈ I

such that

Wi(u) =
(α∨

i | Λ)∑
k=0

ai;ku
(α∨

i | Λ)−k, for ai;k ∈ Kdik and ai;0 = 1. (2C.1)

The weight polynomials WI determine a dominant weight Λ = ΛWI =
∑

i ∈ I liΛi ∈ P+,
where li = degWi(u) for i ∈ I. The level of Λ is ℓ =

∑
i li. We assume ℓ ≥ 1.

A cyclotomic KLR datum is a triple (Γ,QI ,WI), where Γ is a quiver and QI and WI

are families of Q-polynomials and weight polynomials for Γ, respectively. The quiver Γ
has vertex set I and comes equipped with a Cartan datum as in subsection 2B.

If α ∈ Q+
n let Iα = {i ∈ In |α = αi1 + · · · + αin}.

Definition 2C.2. Let (Γ,QI ,WI) be a cyclotomic KLR datum and suppose that α ∈ Q+
n .

The KLR algebra Rα = Rα(QI) is the unital associative K-algebra generated by
{1i | i ∈ Iα} ∪ {ψk | 1 ≤ k < n} ∪ {ym | 1 ≤ m ≤ n}

subject to the relations:
(KLR1) 1i1j = δi,j1i and

∑
i∈Iα 1i = 1

(KLR2) yk1i = 1iyk and ykym = ymyk

(KLR3) ψkym = ymψk if m ̸= k, k + 1
(KLR4) ψkψm = ψmψk if |m− k| > 1
(KLR5) ψk1i = 1σkiψk,
(KLR6) (ψkyk+1 − ykψk)1i = δik,ik+11i = (yk+1ψk − ψkyk)1i
(KLR7) ψ2

k1i = Qik,ik+1(yk, yk+1)1i
(KLR8) (ψk+1ψkψk+1 − ψkψk+1ψk)1i = Qik,ik+1,ik+2 (yk, yk+1, yk+2)1i

for all i ∈ Iα and all admissible k and m. The cyclotomic KLR algebra is the quotient
algebra

RΛ
α = RΛ

α (QI ,WI) = Rα/W
Λ

α (WI), (2C.3)
where W Λ

α (WI) is the two-sided ideal of Rα generated by {Wi1(y1)1i | i ∈ Iα}.
Set Rn =

⊕
α ∈ Q+

n
Rα and RΛ

n =
⊕

α ∈ Q+
n

RΛ
α .

We abuse notation and use 1i, yr and ψr for both the generators of Rα and Rn and
for their images in RΛ

α and RΛ
n . When we want to emphasise the base ring K we write

Rn(K) = Rn(QI ,WI ,K) and RΛ
n (K) = Rn(QI ,WI ,K).

Importantly, the algebras Rn and RΛ
n are graded K-algebras with degree function

deg 1i = 0, deg ym1i = (αim |αim) = 2di, and degψk1i = −
(
αik

∣∣αik+1

)
,

for i ∈ In, 1 ≤ k < n and 1 ≤ m ≤ n.
Inspecting the relations, there is a unique anti-isomorphism ∗ of Rn, and of RΛ

n , that
fixes each of the generators. If M is a graded RΛ

n -module then the graded dual of M is
M⊛ = HOMRΛ

n
(M,K), (2C.4)

where the RΛ
n -action on M⊛ is given by (af)(m) = f(a∗m), for a ∈ RΛ

n , f ∈ M⊛ and
m ∈ M .
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We reserve the notation RΛ
n for the cyclotomic KLR algebras that are defined using

Q-polynomials such that Qi,j(u, v) ∈ K0[u, v], such as the standard Q-polynomials given
in (2B.2). For most of this paper we work with cyclotomic KLR algebras RΛ

n that are de-
fined using “deformations” of the standard Q-polynomials, such as those in Example 3A.2
below.

Remark 2C.5. There is an extensive literature for the cyclotomic KLR algebras of affine
type A. Almost all of these papers work with the quiver A(1)

e−1. In particular, in character-
istic p > 0 the group algebra of the symmetric group is isomorphic to a cyclotomic KLR
algebra of type A(1)

p−1. As this paper simultaneously treats affine types A and C, we have
chosen our notation to be consistent with the literature in affine type A and so that both
quivers have the same vertex set {0, 1, . . . , e − 1}. This is why we work with quivers of
types A(1)

e−1 and C(1)
e−1 even though a more natural notation would be to work with quivers

of types A(1)
e and C

(1)
e .

When K is positively graded the algebras in this paper fit into the general framework
developed by Kang and Kashiwara in [31]. In particular, [31] proves the following result
using an intricate induction on n.

Proposition 2C.6 (Kang–Kashiwara [31, Theorem 4.5]). Suppose that K is a positively
graded ring. Then RΛ

n(K) is free as a K-module.

Proof. By [31, Theorem 4.5], RΛ
n(K) is projective as an RΛ

n−1(K)-module, which im-
plies that RΛ

n(K) is projective as an RΛ
0 (K)-module. This gives the result since RΛ

0 (K)
∼= K. □

A cyclotomic KLR datum (Γ,QI ,WI) is standard if Qi,j(u, v),Wi(u) ∈ K0[u, v], for
all i, j ∈ I. A (cyclotomic) KLR algebra is standard if its cyclotomic KLR datum is
standard. Many papers in the literature define KLR algebras over positively graded rings
K =

⊕
d ≥ 0Kd but in almost all cases they only consider standard Q-polynomials, like

those in (2B.2). Non-standard Q-polynomials, such as those in Example 3A.2 below, play
an important role in this paper.

Let k be a commutative integral domain with 1. Let K be a field that is a k-algebra.
(Often, K will be the field of fractions of k.) Let x be a (possibly empty) tuple of indetermi-
nates over k. In this and later sections, we work over the polynomial ring k[x] = k[x] and
the Laurent polynomial ring K[x±] = K[x, x−1] with indeterminates x. We consider k[x]
as a positively graded ring, and K[x±] as a Z-graded ring, with the indeterminates in x all
having degree 1; compare Remark 2A.1.

Fix a standard family of standard Q-polynomials QI together with a family of standard
weight polynomials WI , both with coefficients in k. Let RΛ

n (k) = RΛ
n (QI ,WI , k) be

the corresponding cyclotomic KLR algebra over k. A k[x]-deformation of (Γ,QI ,WI)
is a cyclotomic KLR datum (Γ,Qx

I ,W
x
I ) such that Qx

I = (Qx
i,j(u, v))i,j ∈ I is a family

of Q-polynomials with coefficients in k[x] and Wx
I = (W x

i (u))i ∈ I is a family of weight
polynomials such that the polynomials in QI and WI are the degree zero terms of the
polynomials in Qx

I and Wx
I , respectively. That is, QI = Qx

I |x=0 and WI = Wx
I |x=0.

(Here, and below, if f(x) ∈ k[x] then f(x)|x=0 is the constant term of f(x).)
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Notation 2C.7. Suppose that (Γ,Qx
I ,W

x
I ) is a k[x]-deformation of (Γ,QI ,WI). Let

RΛ
n(k[x]) = RΛ

n

(
Qx

I ,W
x
I , k[x]

)
and RΛ

n

(
K[x±]

)
= RΛ

n

(
Qx

I ,W
x
I ,K[x±]

)
be the corresponding cyclotomic KLR algebras over k[x] and K[x±], respectively.

The k[x]-deformations (Γ,Qx
I ,W

x
I ) used in this paper are part of the data of a content

system, which is the subject of the next section. Non-trivial examples of the polynomials
Qx

I and Wx
I are given in Example 3A.2 below. We will sometimes use the deformed KLR

algebras Rn(k[x]) = Rn(Qx
I , k[x]) and Rn(K[x±]) = Rn(Wx

I ,K[x±]) determined by the
polynomials Qx

I . Let Qx
ijk(u, v, w) be the analogue of the three variable Q-polynomials

in (2B.3) determined by (Γ,Qx
I ,W

x
I ).

As before, let RΛ
n (k) = RΛ

n (QI ,WI , k) be the standard cyclotomic KLR algebra de-
termined by (Γ,QI ,WI). By specialising the indeterminates in x to zero, the relations
of RΛ

n(k[x])|x=0 coincide with those of the algebra RΛ
n (k), so we have the following trivial

but useful observation

Proposition 2C.8. Suppose that (Γ,Qx
I ,W

x
I ) is a k[x]-deformation of (Γ,QI ,WI). Con-

sider k as a graded k[x]-module by letting x act as zero. Then RΛ
n (k) ∼= RΛ

n(k) =
k ⊗ RΛ

n(k[x]) as graded algebras.

That is, the standard cyclotomic KLR algebra RΛ
n (k) is isomorphic, as a graded alge-

bra, to the specialisation of RΛ
n(k[x]) at x = 0. Equivalently, RΛ

n (k) is the degree zero
component, with respect to the x-grading, of the algebra RΛ

n(k[x]). Note also that RΛ
n(k[x])

is free as a k[x]-module by Proposition 2C.6.
It turns out that the representation theories of the algebras RΛ

n (k) and RΛ
n(k[x]) are

very similar, with the theory for RΛ
n(k[x]) being slightly richer. In contrast, under the

assumptions introduced below, the algebra RΛ
n(K[x±]) is semisimple, which makes it a

useful tool for studying the algebras RΛ
n(k[x]) and RΛ

n(k) ∼= RΛ
n (k). Note that RΛ

n(k[x])
embeds into RΛ

n(K[x±]) by Proposition 2C.6.

2D. Bases of KLR algebras. For each w ∈ Sn, fix a preferred reduced expression
w = σa1 . . . σal

and define ψw = ψa1 . . . ψal
. In general, ψw depends on the choice of the

preferred reduced expression for w.

Theorem 2D.1 (Khovanov–Lauda [36, Theorem 2.5], Rouquier [62, Theorem 3.7]). The
algebra Rn is free as a K-algebra with basis {ψwy

m1
1 . . . ymn

n 1i|w ∈ Sn, m1, . . . , mn ∈
N, i ∈ In}.

Given 1 ≤ k < n, define the divided difference operator

∂k : K [u1, . . . , un]−→K [u1, . . . , un] ; f 7→ f − σkf

uk − uk+1
.

The next result follows easily from the relations in Definition 2C.2.

Lemma 2D.2 (Kang–Kashiwara [31, Lemma 4.2]). Let V be an Rn-module and f ∈
K[u1, . . . , un] such that f(y1, . . . , yn)1iV = 0, for i ∈ In. Suppose that ik = ik+1, for
some 1 ≤ k < n. Then

(σkf)(y1, . . . , yn)1iV = 0 and (∂kf)(y1, . . . , yn)1iV = 0.

Lemma 2D.3. Let f = (u1 − a1) . . . (u1 − at) ∈ K[u1, u2], for a1, . . . , at ∈ K. Then
(∂1f)(a1, u) = (u− a2) . . . (u− at).
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Proof. This follows easily by induction on t using the general identity ∂k(fg) = (σkf)∂kg+
(∂kf)g. □

Following [32, (1.6)], if 1 ≤ r < n, define φr =
∑

i ∈ In φr1i ∈ Rn by

φr1i =
{(
ψr(yr − yr+1) + 1

)
1i if ir = ir+1,

ψr1i if ir ̸= ir+1.
(2D.4)

By definition, φr1i is homogeneous and degφr1i ≥ 0. If w = σa1 . . . σam is a reduced
expression for w ∈ Sd define φw = φa1 · · ·φam . Parts (b) and (c) of the next lemma show
that φw does not depend on the choice of the reduced expression.

Lemma 2D.5 (Kang, Kashiwara and Kim [32, Lemma 1.5]). The following identities
hold:

(a) If 1 ≤ r < n, then φ2
r1i =

(
Qir,ir+1(yr, yr+1) + δir,ir+1

)
1i.

(b) If 1 ≤ r < n− 1, then φrφr+1φr = φr+1φrφr+1.
(c) If |r − s| > 1, then φrφs = φsφr.
(d) If w ∈ Sn and 1 ≤ t ≤ n, then φwyt = yw(t)φw.
(e) If 1 ≤ k < n and w(k + 1) = w(k) + 1, then φwψk = ψw(k)φw.
(f) If w ∈ Sn, then φw−1φw1i =

∏
1 ≤ a< b ≤ n
w(a) > w(b)

(
Qia,ib

(ya, yb) + δia,ib

)
1i.

3. Content systems for KLR algebras

This section introduces content systems, which are the basic combinatorial tool under-
pinning this paper. Using content systems, we will give analogues of Young’s seminormal
forms for cyclotomic KLR algebras of types A(1)

e−1 and C(1)
e−1, which are then used to prove

the main results of this paper.

3A. Content systems. As in subsection 2C, in this subsection we let k be a commutative
ring with 1 and fix a family of indeterminates x and work over the rings k[x]. In this section,
K is the field of fractions of k and we will mainly work over K[x±]. Let (Γ,Qx

I ,W
x
I ) be

a k[x]-deformation of the standard cyclotomic KLR datum (Γ,QI ,WI). This section
studies the algebras RΛ

n(k[x]) and RΛ
n(K[x±]) under the additional assumption that they

come equipped with a content system, which is the subject of this subsection.
As in subsection 2C, the cyclotomic KLR datum (Γ,Qx

I ,W
x
I ) determines a dominant

weight Λ = ΛWx

I
∈ P+ of level ℓ. Fix an ℓ-tuple ρ = (ρ1, . . . , ρℓ) ∈ Iℓ, the ℓ-charge, such

that Λ =
∑ℓ

l=1 Λρl
.

Let Γℓ be the quiver of type A×ℓ
∞ = A∞ × · · · ×A∞, with ℓ factors. More explicitly, Γℓ

has vertex set Jℓ = {1, 2, . . . , ℓ}×Z and edges (l, a) −→ (l, a+1), for all (l, a) ∈ Jℓ. Given
(k, a), (l, b) ∈ Jℓ, write (k, a) —(l, b) if (k, a) ̸= (l, b) and there is an arrow between (k, a)
and (l, b), in either direction. Similarly, write (k, a) /— (l, b) if (k, a) ̸= (l, b) and there are
no arrows between (k, a) and (l, b). By definition, if k ̸= l then (k, a) /— (l, b).

Definition 3A.1. A content system for RΛ
n(k[x]) with values in k[x] is a pair of maps

(c, r), with
c : Jℓ −→k[x] and r : Jℓ −→I,

such that:
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(a) If 1 ≤ l ≤ ℓ then r(l, 0) = ρl. Moreover, if i ∈ I then

W
x
i (u) =

∏
l ∈ [1,ℓ],ρl=i

(u− c(l, 0)).

(b) If (k, a) ∈ Jℓ and j ∈ {r(k, a−1), r(k, a+1)} then there exists a unit ϵ = ϵk,a,j ∈ k×

such that
Q

x
r(k,a),j

(
c(k, a), v

)
= ϵ

∏
b ∈ {a−1,a+1}

r(k,b)=j

(
c(k, b) − v

)
.

(c) If (k, a), (l, b) ∈ Jℓ with −n < a, b < n then r(k, a) = r(l, b) and c(k, a) = c(l, b) if
and only if (k, a) = (l, b).

The function c is the content function of the content system and r is the residue function.
A content system (c, r) is graded if c(k, a) is homogeneous of degree (αi|αi) = 2di, where
i = r(k, a) ∈ I for (k, a) ∈ Jℓ.

Almost all of the content systems that we consider will be graded. Even though content
systems are defined using a quiver of type Γℓ, the quiver Γ is not assumed to be of this type.
Notice that the roots of the polynomials W x

i (u) are pairwise distinct by conditions (a)
and (c) of Definition 3A.1.

By definition, a content system (c, r) depends on the choices of K = k[x], Γ, Qx
I , Wx

I ,
ρ and n. To define a content system we need to specify all of this data. As we will
see, content systems are closely related to semisimple representations. In particular, the
theory below implies that content systems do not exist for most choices of (standard)
Q-polynomials or over fields of positive characteristic. As we explain in Theorem 3F.8
below, if a content system exists then the algebra RΛ

n(K[x±]) is uniquely determined up
to non-homogeneous isomorphism. On the other hand, the examples below show that
by deforming the standard Q-polynomials we can always find content systems for any
standard cyclotomic KLR algebra RΛ

n of type A(1)
e−1 or type C(1)

e−1.
In the examples below, we give the minimum information necessary to specify the

Q-polynomials. Recall from (2B.1) that Qx
i,j(u, v) = Q

x
j,i(v, u), Qx

i,i(u, v) = 0 and that
Q

x
i,j(u, v) = 1 if i and j are not connected in Γ, so we only need to specify one of the

polynomials Qx
i,j(u, v) and Q

x
j,i(v, u) whenever i and j are connected in Γ.

Example 3A.2. The content systems below are completely new, so the use of the ad-
jectives classical and reduced is purely descriptive. For parts (a)–(e), we allow n ≥ 0 to
be arbitrary and we take K = Z[x] = Z[x], where x = (x) and x is an indeterminate of
degree 1 over Z. For the examples of level ℓ = 1 we identify Jℓ with Z via the obvious map
(1, a) 7→ a and set ρ = (0). Throughout we use the weight polynomials Wx

I = (Wi(u)),
where W x

i (u) =
∏

l ∈ [1,ℓ],ρl=i(u− c(l, 0)) in accordance with Definition 3A.1(a). If a, b ∈ Z
with b ̸= 0 let ⌊a

b ⌋ be the integer part of a
b and set a = a (mod e) ∈ I.

(a) (The quiver Γℓ) Let Γ = Γℓ, the quiver of type A×ℓ
∞ , and let ρ = ((1, 0), . . . , (ℓ, 0)).

Let Qx
I = QI be the standard Q-polynomials for Γℓ given by (2B.2). Let rJℓ be

the identity map on Jℓ and define cJℓ to be identically zero. Then (rJℓ , cJℓ) is a
content system for RΛ

n = RΛ
n , where Λ = Λ(1,0) + · · · + Λ(ℓ,0).

(b) (Classical contents) Let Γ be a quiver a type A(1)
e−1. Define

Q
x
i,j(u, v) =

{(
v − u+ x2) (u+ x2 − v

)
if i⇆ j,(

u+ x2 − v
)

if i → j,
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for i, j ∈ I = {0, 1, . . . , e−1}. Then Λ = Λ0 and ℓ = 1. Then a content system for
RΛ

n is given by the functions c(a) = ax2 and r(a) = a, for a ∈ Z. More explicitly,
(c, r) is given by the table:

a −1 0 1 . . . e−1 e . . . 2e−1 2e . . . 3e−1 . . .

r(a) e−1 0 1 . . . e−1 0 . . . e−1 0 . . . e−1 . . .
c(a) −x2 0 x2 . . . (e−1)x2 ex2 . . . (2e−1)x2 2ex2 . . . (3e−1)x2 . . .

Here, and below, the shading in the table highlights how the content function
depends on e = |I|. The residue function r is the standard residue function for
type A(1)

e−1. We call this a classical content system because we recover the content
function used in the classical semisimple representation theory of the symmetric
groups by setting x = 1. For more details, see Example 3B.3.

To verify this example, and the examples that follow, observe that if e > 2
and r(a) = i and c(a) = cx then (c + 1)x − v = Q

x
i,i+1(c(a), v) = ϵ

(
c(a + 1) − v

)
by Definition 3A.1(c), so we require c(a + 1) = (c + 1)x (and ϵ = +1). The
calculation when e = 2 is similar except that we also need to inductively assume
that c(a − 1) = (c − 1)x. In this way, the content function c is completely de-
termined by the Qx-polynomials and the “initial condition” given by the weight
polynomial W x

0 (u) = u− c(0) = u.
There is a related content system (c′, r′) that is, in a certain sense, dual to (c, r),

which is given by c′(a) = c(−a) and r′(a) = r(−a), for a ∈ Z. This is a special
case of a general construction given in subsection 5E, so similar remarks apply to
every example below.

(c) (Reduced contents) Let Γ be a quiver a type A(1)
e−1. Define

Q
x
i,j(u, v) =


(u− v)(v + x2 − u) if e = 2 and (i, j) = (0, 1),
(u− v − x2) if e > 2 and (i, j) = (0, e),
(u− v) if i → j ̸= e,

for i, j ∈ I. As in the last example, Λ = Λ0 and ℓ = 1. Then a content system
(c, r) for RΛ

n is given by the functions r(a) = a and c(a) = ⌊a
e ⌋x2, for all a ∈ Z.

More explicitly, (c, r) is given by the table:

a −1 0 1 . . . e− 1 e e+ 1 . . . 2e− 1 2e 2e+ 1 . . . 3e− 1 3e . . .

r(a) e− 1 0 1 . . . e− 1 0 1 . . . e− 1 0 1 . . . e− 1 0 . . .
c(a) −x2 0 0 . . . 0 x2 x2 . . . x2 2x2 2x2 . . . 2x2 3x2 . . .

(d) (Classical contents) Let Γ be a quiver a type C(1)
e−1. Define

Q
x
i,j(u, v) =


u− (v − x2)2 if i = 0 ⇒ 1 = j,
(u+ x2)2 − v if i = e− 1 ⇐ e = j,
(u− v + x2) if i → j,

for i, j ∈ I. As in the last example, Λ = Λ0 and ℓ = 1. For an integer a set
a′ = ⌊ a

e−1⌋ and let a be the unique integer such that a ≡ a (mod 2(e − 1)) and
0 ≤ a < 2e− 1. A content system (c, r) for RΛ

n is given by the functions

c(a) =
{

(a+ 1)2x4 if a = 0,
(−1)a′(a+ 1)x2 if a > 0

and r(a) =
{
a if a < e,
−a − 2 otherwise,
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for a ∈ Z. More explicitly, (c, r) is given by the table:

a −1 0 1 . . . e− 2 e− 1 e . . . 2e− 3 2e− 2 2e− 1 . . .

r(a) 1 0 1 . . . e− 2 e− 1 e− 2 . . . 1 0 1 . . .
c(a) 0x2 12x4 2x2 . . . (e−1)x2 e2x4 −(e+1)x2 . . . −(2e−2)x2 (2e−1)2x4 2ex2 . . .

Notice that we cannot set c(0) = 0 because this would force c(−1) = x2 = c(1),
which would violate Definition 3A.1(c). As we will see, the residue function r is the
type C(1)

e−1 residue function used by Ariki, Park and Speyer [8]. (Again, compare
with Example 3B.3.)

(e) (Reduced contents) Let Γ be a quiver a type C(1)
e−1. Define

Q
x
i,j(u, v) =


u− (v − x2)2 if i = 0 ⇒ 1 = j,
(u+ x2)2 − v if i = e− 2 ⇐ e− 1 = j,
(u− v) if i → j,

for i, j ∈ I. As in the last example, Λ = Λ0 and ℓ = 1. A content system (c, r) for
RΛ

n is given by the functions

c(a) =
{

(2a′ + 1)2x4 if a = 0,
(−1)a′(2a′ + 2)x2 if a > 0

and r(a) =
{
a if a < e,
−a − 2 otherwise,

for a ∈ Z. More explicitly, (c, r) is given by the table:

a −1 0 1 . . . e− 2 e− 1 e . . . 2e− 3 2e− 2 2e− 1 . . .

r(a) 1 0 1 . . . e− 2 e− 1 e− 2 . . . 1 0 1 . . .
c(a) 0x2 12x4 2x2 . . . 2x2 32x4 −4x2 . . . −4x2 52x4 6x2 . . .

(f) (Higher levels, many parameters) We extend the examples of content systems for
level one algebras given in Examples (b)–(e) to algebras of level ℓ > 1. Let Γ be
a quiver of type A(1)

e−1 or C(1)
e−1, as above, and let Λ ∈ P+ be a dominant weight

with ℓ-charge ρ ∈ Iℓ. Fix a family of indeterminates x = (x, x1, . . . , xℓ) over
Z and set K = Z[x]. Let Qx

I be one of the families of Q-polynomials given in
Examples (b)–(e) and let (r0, c0) be the corresponding level one content system
for Λ = Λ0. A content system for the algebra RΛ

n is then given by setting r(k, a) =
i = r0(ρk + a) ∈ I and c(k, a) = c0(ρk + a) + x2di

k , for (k, a) ∈ Jℓ.
(g) (Higher levels, one parameter) We can tweak the last example to give a content

system that is defined over Z[x] for any ℓ ≥ 1. For example, in type A
(1)
e−1 to

satisfy Definition 3A.1(c) we can fix integers c1 > c2 + 2n > · · · > cℓ + 2n, and
then specialise xk to ckx

2 in example (f), for 1 ≤ k ≤ ℓ. For type C(1)
e−1, we need

c1 > c2 + 2n2 > · · · > cℓ + 2n2. More generally, if k is a “large enough” ring
such that 2n · 1k ̸= 0 then a higher level content system with values in k[x] is
given by defining c(k, a) = (ck + a)x, for suitable choices c1, . . . , cℓ ∈ k such that
ck +a = cl +b only if (k, a) = (l, b) for −n < a, b < n and 1 ≤ k, l ≤ ℓ. The content
system in Example 3A.2(d)–(f) extend to higher levels in essentially the same way
except that extra care is required in choosing the “initial contents” c(k, 0), for
1 ≤ k ≤ ℓ, to ensure that Definition 3A.1(c) is satisfied. We leave the details to
the reader.
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(h) (Non-graded content systems) In characteristic zero, the content systems given
in Examples (a)–(f) are all graded content systems for any n ≥ 0. By Proposi-
tion 2C.8, the standard cyclotomic KLR algebra RΛ

n is isomorphic to the algebra
RΛ

n/xRΛ
n obtained by specialising all of the indeterminates at 0. We can obtain un-

graded content systems for RΛ
n over Z by specialising the indeterminates to a fixed

prime p. Reducing modulo p, it follows that the algebra RΛ
n/pRΛ

n is isomorphic to
the corresponding standard cyclotomic KLR algebra RΛ

n (Z/pZ), defined over the
finite field Z/pZ.

(i) (Finite type) It is possible to construct content systems for some quivers of finite
type, such as type Ae, but we do not consider these here. The main difference is
that in finite type the irreducible modules defined in Proposition 3C.2 below exist
only for certain ℓ-partitions.

In particular, (b)–(e) and (g) of Example 3A.2 show the following:

Lemma 3A.3. Let Γ be a quiver of type A(1)
e−1 or C(1)

e−1 and suppose that (Γ,QI ,WI)
is a standard cyclotomic KLR datum for RΛ

n (Z). Then there exists a Z[x]-deformation
(Γ,Qx

I ,W
x
I ) of (Γ,QI ,WI) such that the algebra RΛ

n = RΛ
n(Qx

I ,W
x
I ,Z[x]) has a content

system (c, r) with values in Z[x].

If k is a field of characteristic p > 0 then the functions (c, r) from Example 3A.2(b)–(h)
define content systems only for “small” values of n because the uniqueness requirement
of Definition 3A.1(c) fails whenever n is too large. For example, in characteristic 2 ex-
amples (c) and (d) define contents systems in type C

(1)
e−1 only when n = 1. However,

since content systems for cyclotomic KLR algebras of types A(1)
e−1 and C

(1)
e−1 always exist

over Z[x] we can use content systems to construct cellular bases for these algebras by base
change from Z[x].

Lemma 3A.4. Suppose that (c, r) is a content system and i = r(l, a) and j = r(l, a+ 1),
for (l, a) ∈ Jℓ. Then j— i and, in particular, i ̸= j. Moreover, j = r(l, a − 1) if and only
if i =⇒ j or j ⇆ i.

Proof. By Definition 3A.1(b), Qx
i,j(c(k, a), v) is a nonzero polynomial in v, so i ̸= j and

(αi|αj) ̸= 0 by (2B.1). Hence, j— i. If, in addition, r(l, a − 1) = j then Q
x
i,j(c(k, a), v) is

a polynomial of degree 2 in v. □

Lemma 3A.4 implies that if (c, r) is a content system for RΛ
n and Γ is a quiver of type

A
(1)
e−1 and 1 ≤ l ≤ ℓ then either r(l, a) = ρl + a or r(l, a) = ρl − a, for all a ∈ Z. Similarly,

if Γ is of type C
(1)
e−1 then r(l, a) = r(ρl + a) or r(l, a) = r(ρl − a), where r is the level

one residue function used in (c) and (d) of Example 3A.2. As sketched in example (b)
above, the content function is almost uniquely determined by the cyclotomic KLR datum
(Γ,Qx

I ,W
x
I ) because c(l, 0) is a root of the polynomial W x

r(l,0)(u) and c(l, a+1) is a root of
the polynomial Qx

i,j(c(l, a), v), where i = r(l, a) and j = r(l, a+ 1). So, defining a content
system (c, r) amounts to finding a k[x]-deformation (Γ,Qx

I ,W
x
I ) of the cyclotomic KLR

datum.

3B. Tableau combinatorics. By Definition 3A.1, a content system (c, r) with values
in k[x], is just a pair of functions. This subsection extends these functions to maps
on ℓ-partitions and standard tableaux, and the next subsection uses this combinatorics
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to construct irreducible graded representations of the deformed KLR algebra RΛ
n over

K[x±]. These representations, which are modelled on Young’s seminormal forms, are the
foundations that this paper are built on. We start by setting up the required combinatorics.

A partition is a weakly decreasing sequence of positive integers. If λ = (λ1, . . . , λr) is
a partition, then the size of λ is |λ| =

∑r
t=1 λt, and we set λt = 0 for t > r. An ℓ-partition

is an ordered tuple λ = (λ(1)| . . . |λ(ℓ)) of partitions. The size of λ is |λ| =
∑ℓ

c=1 |λ(c)|.
Let Pℓ

n be the set of ℓ-partitions of size n. We identify partitions and 1-partitions in the
obvious way.

If λ,µ ∈ Pℓ
n then λ dominates µ, written λ ⊵ µ, if

k−1∑
c=1

∣∣∣λ(c)
∣∣∣+ s∑

r=1
λ(k)

r ≥
k−1∑
c=1

∣∣∣µ(c)
∣∣∣+ s∑

r=1
µ(k)

r , for 1 ≤ k ≤ ℓ and s ≥ 1.

Similarly, the reverse dominance order ⊴ is defined by λ ⊴ µ if µ ⊵ λ. Write λ ▷ µ and
µ ◁ λ if λ ⊵ µ and λ ̸= µ.

In this paper, we consider the set of ℓ-partitions Pℓ
n both as the poset (Pℓ

n,⊵), un-
der dominance, and as the poset (Pℓ

n,⊴), under reverse dominance. As we will see, the
interplay between the dominance and reverse dominance partial orders corresponds to a
duality in the representation theory.

Let N ℓ
n = {(k, r, c) | 1 ≤ k ≤ ℓ and r, c ∈ Z>0} be the set of nodes, which we consider as

a totally ordered set under the lexicographic order ≥. We also use the reverse lexicographic
order ≤. (We emphasize that our use of, and notation for, the lexicographic and reverse
lexicographic orders coincides with how we use the notation the dominance and reverse
dominance orders.) Identify an ℓ-partition λ ∈ Pℓ

n with its Young diagram, which is the
set of nodes:

λ =
{

(k, r, c)
∣∣∣ 1 ≤ k ≤ ℓ and 1 ≤ c ≤ λ(k)

r

}
.

Remark 3B.1. In this paper the node (k, r, c) ∈ N ℓ
n sits in component k, row r and

column c of an ℓ-partition. This is different to the conventions of [19], where the com-
ponents of the nodes are indexed in order (r, c, k). The convention used in this paper is
preferable because many places in this paper order the nodes lexicographically, or reverse
lexicographically, looking first at the component index and then at the row and column
indices.

A λ-tableau is a bijection t : λ −→ {1, 2, . . . , n}. The group Sn naturally acts from
the left on the set of all λ-tableaux. A λ-tableau t is standard if t(k, r, c) < t(k, r + 1, c),
and t(k, r, c) < t(k, r, c + 1), whenever these nodes are in λ. That is, the entries in each
component of a standard tableau increase along rows and down columns. Let Std(λ) be
the set of standard λ-tableaux. For P ⊆

⋃
n ≥ 0 Pℓ

n, set

Std(P) =
{
s
∣∣ s ∈ Std(λ) for λ ∈ P

}
and

Std2(P) =
{
(s, t)

∣∣ s, t ∈ Std(λ) for λ ∈ P
}
.

Write Shape(t) = λ if t ∈ Std(λ). Given t ∈ Std(Pℓ
n) and 1 ≤ m ≤ n let t↓m be the

subtableau of t containing the numbers in {1, . . . , m}. That is, t↓m is the restriction of t
to t−1({1, . . . , m}).

Armed with this notation, we can now extend (c, r) to functions on ℓ-partitions and
tableaux.
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Definition 3B.2. Let A = (k, r, c) ∈ N ℓ
n be a node. The content of A is c(A) = c(k, c−

r) ∈ k[x] and the residue of A is r(A) = r(k, c − r) ∈ I. If i ∈ I, then A is an i-node if
r(A) = i.

Let t ∈ Std(λ) a standard λ-tableau, for λ ∈ Pℓ
n. Fix 1 ≤ m ≤ n. Define

cm(t) = c
(
t−1(m)

)
and rm(t) = r

(
t−1(m)

)
,

which are the content and residue of m in t, respectively. Similarly, the content sequence
and the residue sequence of t are

c(t) =
(
c1(t), . . . , cn(t)

)
∈ k[x]n and r(t) =

(
r1(t), . . . , rn(t)

)
∈ In,

respectively. Let Std(i) = {t ∈ Std(Pℓ
n) | r(t) = i} be the set of standard tableaux with

residue sequence i.

Example 3B.3. Suppose that ℓ = 1 and let λ = (5, 3, 2). Using the content systems
from parts (b)–(e) of Example 3A.2 for the quivers A(1)

2 and C
(1)
2 , the different residues

and contents in λ are:
Quiver Example 3A.2 Contents Residues

A
(1)
2 (b)

0 x 2x 3x 4x

−x 0 x

−2x −x

0 1 2 0 1

2 0 1

1 2

A
(1)
2 (c)

0 0 0 x x

−x 0 0

−x −x

0 1 2 0 1

2 0 1

1 2

C
(1)
2 (d) and (e)

x2 2x 32x2 4x 52x2

0 x2 2x

−2x2 0

0 1 2 1 0

1 0 1

2 1

The symmetric group Sn acts on In and k[x]n by place permutations. Write wc(t) and
wr(t) for the content and residue sequences obtained by acting with w, for w ∈ Sn.

From subsection 2B, recall that σj = (j, j + 1) ∈ Sn, for 1 ≤ j < n.

Lemma 3B.4. Suppose that s ∈ Std(λ) and t ∈ Std(µ), for λ,µ ∈ Pℓ
n.

(a) We have s = t if and only if c(s) = c(t) and r(s) = r(t).
(b) Suppose λ = µ, c(s) = σmc(t) and r(s) = σmr(t), for some 1 ≤ m < n. Then

s = σmt.

Proof. (a) If s ̸= t then let m be minimal such that s↓m ̸= t↓m. Set µ = Shape(s↓(m−1)) and
let A = (k, r, c) = s−1(m) and B = (l, s, d) = t−1(m). Then A and B are addable nodes
of µ. If k = l then it is well-known and easy to check that c − r ̸= d − s. Consequently,
(k, c − r) ̸= (l, d − s) and, hence, (cm(s), rm(s)) ̸= (cm(t), rm(t)) by Definition 3A.1(c).
Therefore, (c(s), r(s)) ̸= (c(t), r(t)), giving (a).
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Now consider (b). By assumption, c(σms) = c(t) and r(σms) = r(t), so σms = t by (a).
Hence, s = σmt as claimed. □

Part (b) implies that if σmt /∈ Std(Pℓ
n) then no standard tableau has content sequence

σmc(t) and residue sequence σmr(t).
Given 1 ≤ m < n and t ∈ Std(i), for i ∈ In, define scalars in K[x±] by

Qm(t) = Q
x
rm(t),rm+1(t)

(
cm(t), cm+1(t)

)
−

δrm(t),rm+1(t)(
cm+1(t) − cm(t)

)2 . (3B.5)

Note that Qx
rm(t),rm+1(t)(cm(t), cm+1(t)) ∈ k[x], so Qm(t) ∈ k[x] unless rm(t) = rm+1(t).

Further, if rm(t) = rm+1(t) then Qm(t) is well-defined because cm(t) ̸= cm+1(t) by Defini-
tion 3A.1(c) and Definition 3B.2.

The following result looks innocuous but it is the key to constructing the seminormal
representations of RΛ

n(K[x±]).

Lemma 3B.6. Suppose that t ∈ Std(λ) and let s = σmt, where 1 ≤ m < n. Then
Qm(t) ̸= 0 if and only if s ∈ Std(λ). Consequently, if (c, r) is a graded content system and
s ∈ Std(λ) then Qm(t) is a nonzero homogeneous element of K[x±].

Proof. For the duration of the proof set (k, a, b) = t−1(m) and (l, c, d) = t−1(m + 1), so
that cm(t) = c(k, b− a), rm(t) = r(k, b− a), cm+1(t) = c(l, d− c) and rm+1(t) = r(l, d− c)

Suppose first that s = σmt ∈ Std(λ). If rm(t) = rm+1(t) then cm(t) ̸= cm+1(t)
by Lemma 3B.4, so that Qm(t) = −1/(cm+1(t) − cm(t))2 ̸= 0. Now suppose that
rm(t) ̸= rm+1(t). By (3B.5), Qm(t) = 0 only if c(l, d − c) is a root of Qx

r(k,a),r(l,d−c)(c(k,
b−a), v). By axioms (b) and (c) of Definition 3A.1, c(l, d−c) is not a root of Qx

r(k,b−a),r(l,d−c)
(c(k, b − a), v) if (k, a) /— (l, c), so we can assume that k = l and d − c = b − a ± 1 since
otherwise (k, a) /— (l, c). However, if d− c = b− a± 1 then m and m+ 1 are on adjacent
diagonals in λ, which is not possible since t and s = σmt are both standard. Hence,
Qm(t) ̸= 0 when s is standard.

Now, suppose that s /∈ Std(λ). This happens if and only if m and m + 1 are in the
same row or same column of the same component of t. That is, k = l and either a = c
and d = b + 1, or b = d and c = a + 1. That is, either rm+1(t) = r(k, b − a + 1) and
cm+1(t) = c(k, b− a+ 1), or rm+1(t) = r(k, b− a− 1) and cm+1(t) = c(k, b− a− 1). Hence,
in both cases, Qm(t) = Q

x
rm(t),rm+1(t)

(
cm(t), cm+1(t)

)
= 0 by Definition 3A.1(b).

Finally, if (c, r) is a graded content system and s ∈ Std(λ) then Qm(t) ̸= 0, so it is
homogeneous and nonzero in view of the remarks before the lemma. Moreover, Qm(t) has
the expected degree by (2B.1) since c(k, a) is homogeneous of degree (αi|αi) by Defini-
tion 3A.1, where i = r(k, a). □

3C. Seminormal forms. We continue to assume that (c, r) is a (graded) content system
that takes values in k[x]. Even though (c, r) takes values in k[x] the representations that
we construct are modules for the K[x±]-algebra RΛ

n(K[x±]) because the action of the KLR
algebra on these modules involves the scalarsQm(t) from (3B.5), and these scalars typically
belong to K[x±], not k[x]. To prove irreducibility we also use the following elements, which
are not defined over k[x].
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Definition 3C.1. Let i ∈ In. If t ∈ Std(i), define

Ft =
n∏

k=1

∏
s ∈ Std(i)

ck(s) ̸= ck(t)

yk − ck(s)
ck(t) − ck(s) · 1i ∈ RΛ

n

(
K[x±]

)
.

If (c, r) is a graded content system then Ft is homogeneous element of RΛ
n(K[x±]) of

degree 0 since ck(s) appears in the product only if rk(t) = rk(s). Note that 1i = 1r(t), for
t ∈ Std(i).

The next result gives a generalisation of Young’s classical seminormal forms to KLR
algebras with content systems. As noted in subsection 2A, K[x±] is a graded field, which
explains the claim that the module Vλ is an irreducible graded RΛ

n(K[x±])-module. Recall
that K is the field of fractions of k.

Proposition 3C.2. Let λ ∈ Pℓ
n. Suppose that there exist scalars{

βk(t) ∈ K[x±]
∣∣ 1 ≤ k < n and t, σkt ∈ Std(λ)

}
satisfying the following conditions:

(a) βk(σkt)βk(t) = Qk(t) if 1 ≤ k < n and σkt ∈ Std(λ);
(b) βk(t)βt(σkt) = βt(t)βk(σlt) if 1 ≤ k, l < n, |k − l| ≠ 1 and σkt, σlt ∈ Std(λ);
(c) βk(σk+1σkt)βk+1(σkt)βk(t) = βk+1(σkσk+1t)βk(σk+1t)βk+1(t) if 1 ≤ k < n− 1 and

all the tableaux appearing in this equation are standard.
Then there exists a graded RΛ

n(K[x±])-module Vλ that is free as an K[x±]-module with
homogeneous basis {vt | t ∈ Std(λ)} and where RΛ

n(K[x±])-action is determined by

1ivt = δi r(t)vt, ykvt = ck(t)vt, ψkvt = βk(t)vσkt +
δrk(t),rk+1(t)

ck+1(t) − ck(t)vt

for all admissible k, i ∈ In and t ∈ Std(λ) and where vs = 0 if s /∈ Std(λ). Moreover, if
K[x±] is a graded field then Vλ is irreducible.

Proof. To prove that Vλ is an RΛ
n(K[x±])-module it is enough to check that the action of

the generators of RΛ
n(K[x±]) on Vλ respects the relations of Definition 2C.2. The action

respects the cyclotomic relation
Wi1(y1)1i = 0, for all i ∈ In,

by Definition 3A.1(a). The relations (KLR1)–(KLR4) and (KLR6) are easily checked
by direct calculation, with condition (b) of the proposition used for (KLR4) and rela-
tion (KLR5) following by Lemma 3B.4(b).

To check relation (KLR7), for each t ∈ Std(λ) it is enough to prove that
ψ2

k1ivt = Q
x
ik,ik+1

(yk, yk+1)1ivt, 1 ≤ k < n and i ∈ In. (3C.3)

If σkt is not standard, then rk(t) ̸= rk+1(t) by Lemma 3B.4(b) andQk(t) = 0 by Lemma 3B.6.
So,

ψ2
k1ivt = 0 = δi r(t)Q

x
rk(t),rk+1(t)(ck(t), ck+1(t))vt = Q

x
ik,ik+1

(yk, yk+1)1ivt.

On the other hand, if σkt is standard then

ψ2
k1ivt =

(
βk(σkt)βk(t) +

δrk(t),rk+1(t)

(ck+1(t) − ck(t))2

)
vt = Q

x
rk(t),rk+1(t)(yk, yk+1)1ivt, (3C.4)

where the second equality follows using condition (a) of the proposition and the definition
of Qk(t). Hence, (3C.3) holds in all cases.
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We now verify relation (KLR8). Let t ∈ Std(λ), 1 ≤ k < n − 1 and i ∈ In. To
simplify notation, set i = ik, i′ = ik+1 and i′′ = ik+2 and define t1 = σkt, t2 = σk+1t,
t21 = σk+1t1, t12 = σkt2 and t121 = σkt21 = σk+1t12. Note that if t1 /∈ Std(λ), then
t21 /∈ Std(λ). Similarly, t12 /∈ Std(λ) if t2 /∈ Std(λ) and t121 /∈ Std(λ) if either t12 /∈ Std(λ)
or t21 /∈ Std(λ). Using these facts and some routine, although slightly lengthy calculations
for the first equality (cf. [26, Lemma 3.8]), shows that

(ψkψk+1ψk − ψk+1ψkψk+1)1ivt

=
(
δii′δi′i′′

ck(t) + ck+2(t) − 2ck+1(t)
(ck+1(t) − ck(t))2(ck+2(t) − ck+1(t))2

+δii′′
βk(t)βk(t1) − βk+1(t)βk+1(t2)

ck+2(t) − ck(t)

)
vt

+
(
βk(t21)βk+1(t1)βk(t) − βk+1(t12)βk(t2)βk+1(t)

)
vt121

= δii′′
Qk(t) −Qk+1(t)
ck+2(t) − ck(t) vt = δi′i′′

Q
x
ij(yk+2, yk+1) −Q

x
ij(yk, yk+1)

yk − yk+2
1ivt

= Qii′i′′(yk, yk+1, yk+2)1ivt

where we have used conditions (a) and (c) of the proposition, and (3B.5), for the second
equality. Hence, relation (KLR8) is satisfied. We have now shown that all of the relations
in Definition 2C.2 are satisfied, so Vλ is an RΛ

n(K[x±])-module.
We next prove that Vλ is an irreducible graded RΛ

n(K[x±])-module when K[x±] = K[x±]
is a graded field. First note that

Ftvs = δtsvs, for all t, s ∈ Std(Pℓ
n), (3C.5)

by Definition 3C.1 and Lemma 3B.4 since vs is a eigenvector for the yk’s. Now suppose
that v ∈ Vλ belongs to a graded RΛ

n(K[x±])-submodule M of Vλ and write v =
∑

s rsvs,
for rs ∈ K[x±]. If rt ̸= 0 then rtvt = Ftv ∈ M . Hence, vt ∈ M since M is a graded
submodule and K[x±] is a graded field. To show that M = Vλ it is enough to show
that vσkt ∈ RΛ

nvt whenever t ∈ Std(λ) and σkt ∈ Std(λ), for 1 ≤ k < n. Under these
assumptions, Fσktψkvt = βk(t)vσkt. So it is enough to prove that βk(t) ̸= 0, which follows
from assumption (a) since βk(t)βk(σkt) = Qk(t) and Qk(t) ̸= 0 by Lemma 3B.6.

Finally, it remains to determine the grading on Vλ. Since we have already shown that
the action of RΛ

n(K[x±]) on Vλ respects the relations and that Vλ is irreducible, and {vs}
is a homogeneous basis, we can fix a grading on Vλ by fixing the degree of one of these
basis elements. The degrees of the other basis elements are now uniquely determined by
the RΛ

n(K[x±])-action since Vλ is cyclic. □

Remark 3C.6. Suppose that the content system (c, r) is not graded and takes values in k.
Then the argument of Proposition 3C.2 shows that Vλ is an irreducible RΛ

n(K)-module.

Proposition 3C.2 constructs the module Vλ subject to the existence of suitable scalars
βk(t), for 1 ≤ k < n and t ∈ Std(λ). There are two natural choices (see (4A.8)), but for
now we define:

βk(t) =
{

1 if σkt ▷ t,
Qk(σkt) if t ▷ σkt. (3C.7)

Lemma 3C.8. The coefficients βk(t) defined by (3C.7) satisfy the conditions of Proposi-
tion 3C.2.
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Proof. The only condition that is not obvious is that the β-coefficients satisfy the “β-braid
relation”

βk(σk+1σkt)βk+1(σkt)βk(t) = βk+1(σkσk+1t)βk(σk+1t)βk+1(t),

for t ∈ Std(Pℓ
n) and 1 ≤ r < d such that all the tableaux in this identity are standard.

In fact, since βk(t) depends only on the nodes t−1(k) and t−1(k + 1), we have βk(t) =
βk+1(σkσk+1t), βk+1(σkt) = βk(σk+1t) and βk(σk+1σkt) = βk+1(t). These equalities imply
the β-braid relation above. □

For each λ ∈ Pℓ
n Proposition 3C.2 constructs an irreducible RΛ

n(K[x±])-module Vλ. We
now fix the choice of β-coefficients given by (3C.7) and define Vλ to be the RΛ

n(K[x±])-
module defined by Proposition 3C.2.

If t is a standard tableau then it is not clear from Definition 3C.1 that the element Ft
is nonzero. This now follows by virtue of (3C.5) and Lemma 3C.8.

Corollary 3C.9. Let t ∈ Std(λ), for λ ∈ Pℓ
n. Then Ft ̸= 0 in RΛ

n(K[x±]).

The next result shows that the representations constructed in Proposition 3C.2 are pair-
wise non-isomorphic and, up to isomorphism, independent of the choice of β-coefficients
in Proposition 3C.2.

Corollary 3C.10. Suppose that λ,µ ∈ Pℓ
n. Then Vλ

∼= Vµ as RΛ
n(K[x±])-modules if

and only if λ = µ. Moreover, up to isomorphism, Vλ is independent of the choice of
homogeneous scalars {βk(t) | t ∈ Std(λ)} satisfying conditions (a)–(b) of Proposition 3C.2.

Proof. Suppose first that λ ̸= µ. By Lemma 3B.4 and (3C.5), if t ∈ Std(λ) then FtVλ ̸= 0
and FtVµ = 0. Hence, Vλ ̸∼= Vµ.

To prove the second statement suppose that Vλ
∼= Vµ and that Vλ = ⟨vt|t ∈ Std(λ)⟩

and V ′
λ = ⟨v′

t|t ∈ Std(λ)⟩ are two RΛ
n(K[x±])-modules with homogeneous structure con-

stants {βr(t)} and {β′
r(t)}, respectively, satisfying the conditions of Proposition 3C.2. In

particular, note that if σrt ∈ Std(λ) then βr(t) and β′
r(t) are both nonzero by Propo-

sition 3C.2(a) and Lemma 3B.6. Define a K[x±]-linear map θ : Vλ → V ′
λ inductively as

follows. First, fix any tableau t1 ∈ Std(λ) and set θ(vt1) = v′
t1 . By way of induction,

suppose that θ(vt1), . . . , θ(vtm−1) have been defined and that tm ∈ Std(λ) \ {t1, . . . , tm−1}
is a standard tableau such that tm = σktl, where 1 ≤ k < n and 1 ≤ l < m. Set

θ(vtm) = 1
βk(tl)

(
ψk − δrk(tm),rk(tl)

ck(tm)−ck(tl)

)
θ(vtl

).

By Proposition 3C.2, if θ(vtl
) ̸= 0 then θ(vtm) ̸= 0. By induction, θ(vt) is defined and

nonzero for all t ∈ Std(λ). In particular, θ is a K[x±]-module isomorphism. Moreover,
θ(vt) ∈ FtV

′
λ = K[x±]v′

t by (3C.5), so θ(vt) = ξtv
′
t, for some scalar ξt ∈ K[x±]. Since Vλ

and V ′
λ are both RΛ

n(K[x±])-modules, the construction of Proposition 3C.2 guarantees that
θ is an RΛ

n(K[x±])-module homomorphism and that Vλ
∼= V ′

λ, as claimed. □

Motivated by the seminormal forms of Proposition 3C.2, we now use (graded) content
systems to study the algebras RΛ

n(K[x±]). Our next goal is to prove a semisimplicity result
for RΛ

n(K[x±]), which we will use to study the algebras RΛ
n(k[x]) and RΛ

n (k).
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3D. Weight modules. This subsection looks at Rn(K[x±])=modules that are spanned
by simultaneous eigenvectors of y1, . . . , yn. This is a first step towards finding a basis for
RΛ

n(K[x±]).
Suppose that V is an RΛ

n(K[x±]-module. Let c = (c1, . . . , cn) ∈ K[x±]n and i ∈ In, where
ck is homogeneous of degree (αik

|αik
), for 1 ≤ k ≤ n. The (c, i)-weight space of V is the

K[x±]-module
Vc,i = {v ∈ V | yk1iv = ckv for 1 ≤ k ≤ n} .

A weight module is an Rn(K[x±])-module that is a direct sum of (c, i)-weight spaces and
is of finite rank as a K[x±]-module. For example, the module Vλ of Proposition 3C.2 is an
Rn(K[x±])-weight module.

The next result is similar to the classification of the irreducible representations of the
affine Hecke algebras of rank 2. The connection with the seminormal forms of Proposi-
tion 3C.2 is evident in part (b).

Proposition 3D.1. Let V be a weight module for R2(K[x±]) and suppose that 0 ̸= v ∈ V
is a homogeneous vector such that y1v = c1v, y2v = c2v and 1ijv = v, where c1, c2 ∈ K[x±]
and i, j ∈ I with c1 and c2 homogeneous of the appropriate degree. Then one of the
following of the following mutually exclusive cases occurs:

(a) If Qx
ij(c1, c2) ̸= 0 then ⟨v, w⟩ is an R2(K[x±])-weight module of rank 2 such that

w = ψ1v, y1w = c2w, y2w = c1w and 1jiw = w.
(b) If i = j then c1 ̸= c2 and V = ⟨v, w⟩ is an R2(K[x±])-weight module of rank 2 such

that w =
(
ψ1 − 1

c2−c1

)
v, y1w = c2w, y2w = c1w and 1iiw = w.

(c) If i ̸= j and Q
x
ij(c1, c2) = 0 then either V = ⟨v⟩ is an R2(K[x±])-weight module

of rank 1 with ψ1v = 0, or ⟨v, w⟩ is an R2(K[x±])-weight module of rank 2 with
w = ψ1v and ψ1w = 0.

Proof. As in the statement of the proposition, suppose that v ∈ V and 1iv = v, y1v = c1v
and y2v = c2v. As in part (a), we first assume that Qx

ij(c1, c1) ̸= 0. Then i ̸= j since
Q

x
ii(u, v) = 0. Let w = ψ1v. Then ψ1w = Q

x
ij(c1, c2)v ̸= 0, so w ̸= 0. The remaining

claims in (a) now follow easily from the relations.
Next, suppose that (b) holds, so that i = j. If ψ1v = 0 then 0 = y2ψ1v = (ψ1y1+1)v = v,

which is a contradiction so ψ1v ̸= 0. By assumption, V = ⟨v, ψ1v⟩ and v is a weight vector,
so ψ1v + av must be a weight vector for some 0 ̸= a ∈ K[x±]. Applying the relations,
y2
(
ψ1v + av

)
= c1ψ1v + (ac2 + 1)v. Since this is a weight vector, comparing coefficients,

ac1 = ac2 + 1. Hence, c1 ̸= c2 and w = ψ1v − 1
c2−c1

v is a weight vector. The remaining
claims in part (b) now follow easily.

Finally, it remains to consider (c), when i ̸= j and Q
x
ij(c1, c2) = 0. If w = ψ1v ̸= 0

then ψ1w = ψ2
1v = 0 since Q

x
ij(c1, c2) = 0. In this case 1ijv = v and 1jiw = w, so

⟨v, w⟩ is K[x±]-free of rank 2. On the other hand, if w = 0 then K[x±]v is an irreducible
R2(K[x±])-module that is free of rank 1 as claimed. □

The symmetric group Sn acts on K[x±]n and In by place permutations. Recall the
definition of the elements φr ∈ RΛ

n(K[x±]) from (2D.4).

Corollary 3D.2. Let V be a weight module for Rn(K[x±]) and let 0 ̸= v ∈ Vc,i be
homogeneous, for i ∈ In and c ∈ K[x±]n. Suppose that 1 ≤ r < n and that (cr, ir) ̸=
(cr+1, ir+1). Then 0 ̸= φrv ∈ Vsrc,sri.
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Proof. By (KLR6), ψrv ∈ Vsrc,sri + δirir+1Vc,i. In particular, ψrv ∈ Vsrc,sri if ir ̸= ir+1. If
ir = ir+1 then φrv ∈ Vsrc,sr+1i in view of Proposition 3D.1(b) since

ψr1i = (ψr(yr − yr+1) + 1)1i

in this case. Finally, φr is invertible in RΛ
n(K[x±]) by Lemma 2D.5(a), so φrv ̸= 0. □

3E. Content reduction. One of the main results of this subsection is Corollary 3E.9,
which shows that {Ft | t ∈ Std(Pℓ

n)} is a family of pairwise orthogonal idempotents in
RΛ

n(K[x±]). To prove this we argue by induction on n to classify all weight modules for
RΛ

n (K[x±]) by showing that the eigenvalues of y1, . . . , yn are given by the content functions
on the standard tableaux.

If i ∈ In and 1 ≤ m ≤ n define i↓m = (i1, . . . , im) ∈ Im. If i ∈ Im and j ∈ I let
ij = (i1, . . . , im, j) ∈ Im+1. Let Im

Std = {r(s) | s ∈ Std(Pℓ
m)} be the set of residue sequences

of the standard tableaux of size m. If j ∈ Im set
1j,n =

∑
i ∈ In

i↓m=j

1i ∈ RΛ
n

(
K[x±]

)
.

By (KLR1), if i, j ∈ Im then 1i,n1j,n = δij1i,n and, moreover, 1RΛ
n

=
∑

j ∈ Im 1j,n.
Let V be an RΛ

n(K[x±])-module and suppose that 1 ≤ m ≤ n. For s ∈ Std(Pℓ
m) define

Vs to be the simultaneous ck(s)-eigenspace of yk acting on 1r(s)V , for 1 ≤ k ≤ m. That is,
Vs is the K[x±]-module

Vs =
{
v ∈ 1r(s),nV

∣∣∣ ykv = ck(s)v for 1 ≤ k ≤ m
}
.

An RΛ
n(K[x±])-module V is m-content reduced if V is free as a K[x±]-module and V =∑

s ∈ Std(Pℓ
m) Vs as a K[x±]-module. The module V is content reduced if it is n-content

reduced. If V is m-content reduced then the sum V =
∑

s ∈ Std(Pℓ
m) Vs is necessarily direct

because Vs ∩ Vt = 0, for s ̸= t ∈ Std(Pℓ
m). In particular, every content reduced module is

a weight module for Rn(K[x±]).
Suppose that V is an RΛ

n(K[x±])-module. We can consider V as an Rn(K[x±])-module
using the canonical surjection Rn(K[x±]) → RΛ

n(K[x±]). By Theorem 2D.1 and Defini-
tion 2C.2, over any ring there is an algebra embedding of Rm into Rn that sends 1j to 1j,n,
for j ∈ Im. Therefore, V is an Rm(K[x±])-module by restriction. Since V is an RΛ

n(K[x±])-
module, it is killed by the weight polynomials Wx

I , so the Rm(K[x±])-action on V makes
V into an RΛ

m(K[x±])-module. Let ResRΛ
m

(V ) and ResRm(V ) be the restrictions of V to an
RΛ

m(K[x±])-module and Rm(K[x±])-module, respectively.
The modules Vλ of Proposition 3C.2 are content reduced. Conversely, we have:

Lemma 3E.1. Let V be an m-content reduced RΛ
n(K[x±])-module, where 1 ≤ m ≤ n.

Then
ResRΛ

m
(V ) ∼=

⊕
λ ∈ Pℓ

m

V ⊕aλ
λ , for some aλ ≥ 0,

as an RΛ
m(K[x±])-module.

Proof. Since V is m-content reduced, by definition, it is free as a K[x±]-module and has a
homogeneous basis of weight vectors. Let v′

s ∈ Vs be such a basis vector, where s ∈ Std(λ)
and λ ∈ Pℓ

m. To prove the lemma it is enough to show that RΛ
m(K[x±])vs ∼= Vλ. Let

ds = d◁
s ∈ Sn be the permutation such that s = dst◁

λ and set vt◁
λ

= φw−1v′
s and vt = ψdtvt◁

λ
,

where t = dtt◁
λ for t ∈ Std(λ). Then vt is a nonzero element of Vt by Corollary 3D.2.
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Moreover, {vt | t ∈ Std(λ)} is linearly independent since these weight spaces are disjoint.
Let W be the submodule of V spanned by the {vt | t ∈ Std(λ)}. By Proposition 3D.1
and Lemma 3B.4(b), if t ∈ Std(λ) and 1 ≤ k < n then there exist scalars βk(t) such that

ψkvt = βk(t)vσkt +
δrk(t),rk+1(t)

ck+1(t)−ck(t)vt.

In particular, W is an RΛ
m(K[x±])-submodule of V . Further, since W is an RΛ

m(K[x±])-
module, relations (KLR7), (KLR4) and (KLR8) imply that these coefficients satisfy con-
ditions (a)–(c), respectively, of Proposition 3C.2. (In fact, the reader can check that
βk(t) ∈ k[x] is given by (3C.7).) Therefore, W ∼= Vλ by Corollary 3C.10, completing the
proof. □

Remark 3E.2. Using Definition 2C.2, it is easy to see that if 1 ≤ m ≤ n then there is
a surjective algebra map from RΛ

m(K[x±]) onto the subalgebra of RΛ
n(K[x±]) generated by

ψ1, . . . , ψm−1, y1, . . . , ym and 1j,n, for j ∈ Im. It follows from Corollary 4A.12 below that
this map is an isomorphism, but we cannot prove this yet. For now it is enough to work
with m-content reduced modules, which are combinatorial shadows of these isomorphisms.

The next lemma can be viewed as the module theoretic origin of Definition 3C.1. In
the lemma we assume that c1, . . . , cN ∈ k[x] only because (c, r) takes values in k[x].
Lemma 3E.3. Let V be an RΛ

n(K[x±])-module. Suppose that
∏N

k=1(yr − ck)1iV = 0,
where 1 ≤ r ≤ n and c1, . . . , cN ∈ k[x] are pairwise distinct and i ∈ In. Then

1iV =
N⊕

k=1
Vi,k, where Vi,k = {v ∈ 1iV | yrv = ckv}, for 1 ≤ k ≤ N.

Proof. This follows by applying the easy (polynomial) identity
N∑

k=1

∏
l ̸=k

(yr − cl)
(ck − cl)

= 1.

□

We now show that every RΛ
n(K[x±])-module is content reduced, which is the linchpin of

this subsection.
Theorem 3E.4. Let V be a K[x±]-free RΛ

n(K[x±])-module. Then V is content reduced.
Proof. We argue induction on m to show that V is m-content reduced, for 1 ≤ m ≤ n.

Suppose m = 1. Fix i = (i) ∈ I. By Definition 3A.1(a),∏
1 ≤ l ≤ ℓ

ρl=i

(
y1 − c(l, 0)

)
1i = 0 =⇒

∏
1 ≤ l ≤ ℓ

ρl=i

(
y1 − c(l, 0)

)
1iV = 0.

In view of Definition 3A.1(c) and Lemma 3B.4(a), there is a self-evident bijection between
the sets of standard tableaux Std(Pℓ

1) and contents {c(l, 0) | 1 ≤ l ≤ ℓ}. Hence, the module
V is 1-content reduced by Lemma 3E.3. This establishes the base case of our induction.

Let 1 ≤ m < n. By induction, we assume that V is m-content reduced. For the
inductive step we show that V =

⊕
t ∈ Std(Pℓ

m+1) Vt. Fix s ∈ Std(Pℓ
m) and j ∈ I and set

Vs,j = 1r(s)j,nVs. To show that V is (m+ 1)-content reduced it is enough to prove that

Vs,j =
∑

t ∈ Std(Pℓ
m+1)

t↓m=s and rm+1(t)=j

Vt, for all s ∈ Std(Pℓ
m) and j ∈ I. (3E.5)
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Let Addj(s) = {t−1(m + 1)|t ∈ Std(Pℓ
n), t↓m = s and rm+1(t) = j} be the set of addable

j-nodes for s. By Lemma 3E.3, to prove (3E.5) it suffices to show that∏
(l,r,c) ∈ Addj(s)

(
c(l, c− r) − ym+1

)
Vs,j = 0, (3E.6)

since the contents c(l, c− r) in this product are distinct by Lemma 3B.4. By convention,
empty products are 1, so the last displayed equation includes the claim that Vs,j = 0 if
there are no standard tableaux with residue sequence i = r(s)j.

Let (k, a, b) = s−1(m) and set u = s↓(m−1) ∈ Std(Pℓ
m−1). Define Addj(u) as above.

We consider two cases.
Case 1. j = rm(s): By assumption, Addj(u) = Addj(s) ⊔ {(k, a, b)}. Hence, in view
of Lemma 2D.2 and Lemma 2D.3, it follows by induction that∏

(l,r,c) ∈ Addj(u)\{(k,a,b)}

(
c(l, c− r) − ym+1

)
Vs,j = 0.

Hence, (3E.6) holds when j = rm(s).

Case 2. j ̸= rm(s): Set A = {(k, r, c) ∈ N ℓ
n|r(k, r, c) = j and (r, c) = (a + 1, b) or

(r, c) = (a, b+ 1)}. Then |A| = −⟨αrm(s), αj⟩ and Addj(s) ⊆ Addj(u) ⊔A (disjoint union).
By Definition 3A.1(b),

Q
x
rm(s),j(cm(s), v) = ϵ

∏
(k,r,c) ∈ A

(
c(k, c− r) − v

)
, for some ϵ ∈ k×.

Hence, by induction, if v ∈ Vs,j then ψ2
mv = ϵ

∏
(k,r,c) ∈ A(c(k, c− r) − ym+1)v. Therefore,∏

(l,r,c) ∈ Addj(u)⊔A

(
c(l, c− r) − ym+1

)
Vs,j =

∏
(l,r,c) ∈ Addj(u)

(
c(l, c− r) − ym+1

)
· ψ2

mVs,j

= ψm

∏
(l,r,c) ∈ Addj(u)

(
c(l, c− r) − ym

)
· ψmVs,j

⊆ ψm

∏
(l,r,c) ∈ Addj(u)

(
c(l, c− r) − ym

)
· 1r(u)jrm(s),nVu

= 0,

where the second equality uses (KLR6) and the last equality follows by induction. In
particular, (3E.6) holds by Lemma Lemma 3E.3 whenever Addj(s) = Addj(u)⊔A. We need
to consider the cases when Addj(s) is properly contained in Addj(u)⊔A, where Lemma 3E.3
potentially gives weight spaces of Vs that are not indexed by standard tableaux.

Suppose first that (k, a, b + 1) ∈ A and (k, a, b + 1) /∈ Addj(s). Define cl = cl(s) and
il = rl(s), for 1 ≤ l ≤ m and set cm+1 = c(k, b+ 1 − a) and im+1 = r(k, b+ 1 − a). Let c =
(c1, . . . , cm+1) and i = (i1, . . . , im+1). By Lemma 3E.3, Vc,i is a (possibly zero) summand
of Vs. By way of contradiction, suppose that Vc,i ̸= 0 and fix a nonzero homogeneous
vector v ∈ Vc,i. Let λ = Shape(s). Then (k, a, b + 1) is not an addable node of λ, so
(k, a − 1, b) ∈ λ. By induction, V is m-content reduced, so Vλ

∼= RΛ
m(K[x±])v as an

RΛ
m(K[x±])-module by (the proof of) Lemma 3E.1. Therefore, without loss of generality,

we can assume that s(k, a− 1, b) = m− 1. In particular, cm+1 = cm−1 and im+1 = im−1.
Moreover, ψm−1v = 0 by Proposition 3C.2, since σm−1s /∈ Std(λ) by Lemma 3B.4(b).
Similarly, ψmv = 0 because V is m-content reduced and no tableau in Std(Pℓ

m) has content
sequence (c1, . . . , cm−1, cm−1) and residue sequence (i1, . . . , im−1, im−1). Consequently,
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(ψmψm−1ψm − ψm−1ψmψm−1)v = 0. Therefore, Qx
im−1,im,im+1

(ym−1, ym, ym+1)v = 0 by
(KLR8). However, Qim−1,im(cm−1, cm) = 0, so

Q
x
im−1,im,im+1

(cm−1, cm, ym+1) =
Q

x
im−1,im

(ym+1, cm)
ym+1 − cm−1

=
{
ϵ
(
c(k, b− 1 − a) − ym+1

)
if r(k, b− 1 − a) = im−1,

ϵ otherwise,

where ϵ ∈ k× and the last equality follows by Definition 3A.1(b). By Definition 3A.1(c),
c(k, b − 1 − a) ̸= cm+1, so Qim−1,im,im+1(ym−1, ym, ym+1)v ̸= 0, giving a contradiction!
Hence, Vc,i = 0.

Similarly, if (k, a, b+ 1) /∈ A and (k, a, b+ 1) ∈ Addj(s) then let c′ = (c1, . . . , cm, c
′
m+1)

and i′ = (i1, . . . , im, i′m+1), where c′
m+1 = c(k, b− a− 1) and i′m+1 = r(k, b− a− 1). Then

(k, a, b − 1) ∈ λ and Vc′,i′ is a summand of Vs by Lemma 3E.3. Arguing as in the last
paragraph, we deduce that Vc′,i′ = 0.

Consequently, if j ̸= rm(s) then the last displayed equation, combined with Lemma 3E.3,
shows that (3E.6) holds.

We have now established (3E.5) in all cases, so V is (m + 1)-content reduced. This
completes the proof of the inductive step and, hence, the proof of the proposition. □

Applying Theorem 3E.4 to the regular representation, and using Lemma 3E.1, shows
that the algebra RΛ

n(K[x±]) is completely reducible. Proposition 3G.4 makes this more
explicit.

Corollary 3E.7. Let V be a K[x±]-free RΛ
n(K[x±])-module. Then V =

⊕
t FtV as a

K[x±]-module, where the sum is over t ∈ Std(Pℓ
n) such that FtV ̸= 0.

Proof. By Definition 3C.1, if t ∈ Std(Pℓ
n) then Vt ⊆ {v ∈ V | v = Ftv}. On the other hand,

V =
⊕

t Vt by Theorem 3E.4. Therefore, Vt = {v ∈ V | v = Ftv} since FsV ∩FtV = δstFtV
by Lemma 3B.4. □

Corollary 3E.8. Suppose that t ∈ Std(Pℓ
n) and 1 ≤ m ≤ n. Then ymFt = cm(t)Ft in

RΛ
n(K[x±]).

Proof. Take V = RΛ
n(K[x±]) to be the regular representation, which is free as a K[x±]-

module by base change from Proposition 2C.6 since RΛ
n(K[x±]) ∼= K[x±] ⊗K[x] RΛ

n(K[x]).
First note that Ft ̸= 0 by (3C.5). By Corollary 3E.7, Vt = FtRΛ

n(K[x±]). As Ft = Ft · 1 ∈
FtRΛ

n(K[x±]) = Vt, this implies the result. □

Hence, using Lemma 3B.4 and Definition 3C.1, we obtain:

Corollary 3E.9. Let s, t ∈ Std(Pℓ
n). Then FsFt = δstFt in RΛ

n(K[x±]).

Corollary 3E.10. Suppose that i ∈ In. Then, in RΛ
n(K[x±]),

1i =
∑

t ∈ Std(i)
Ft.

In particular, 1i = 0 if and only if i /∈ Im
Std.
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Proof. Take V = RΛ
n(K[x±]) to be the regular representation of RΛ

n(K[x±]). By Corol-
lary 3E.7,

1iRΛ
n(K[x±]) =

⊕
t ∈ Std(i)

FtRΛ
n(K[x±]).

Hence, the element 1i−
∑

t ∈ Std(i) Ft acts on 1iRΛ
n(K[x±]) as multiplication by zero by Corol-

lary 3E.9. Therefore, by (KLR1), this element acts on RΛ
n(K[x±]) as zero. Hence, 1i =∑

t ∈ Std(i) Ft by the faithfulness of the regular representation. Finally, these arguments
show that if Std(i) = ∅, then 1i = 0. That is, 1i = 0 if and only if i /∈ Im

Std. □

Remark 3E.11. The last two corollaries are the main results of this subsection. Rather
than the approach we have taken, these results can also be deduced from Proposition 3C.2
by first showing that V =

⊕
λ Vλ is a faithful RΛ

n(K[x±])-module, which can be proved
after computing the (graded) dimension of RΛ

n(K[x±]) using ideas from [8, 11]. That the
representation V is faithful now follows from Corollary 3E.10. The next section gives a
different take on this description of RΛ

n(K[x±]) as the endomorphism algebra of V .
Corollary 3E.12. Suppose that rk(t) ̸= rk+1(t) for t ∈ Std(Pℓ

n) and 1 ≤ r < n. Then
ymψkFt = cσk(m)(t)ψkFt whenever 1 ≤ m ≤ n. In particular, ψkFt = 0 if σkt is not
standard.
Proof. Suppose that rk(t) ̸= rk+1(t). The claim that ymψkFt = cσk(m)(t)ψkFt follows
immediately from (KLR6) and Corollary 3E.8. For the second statement, if σkt /∈ Std(Pℓ

n)
then the node t−1(k + 1) is either directly to the right of, or directly below, t−1(k).
Therefore, rk(t) ̸= rk+1(t) by Lemma 3A.4. Consequently, by Lemma 3B.4(b), there is
no element in Std(Pℓ

n) with residue sequence σkr(t) and content sequence σkc(t). Hence,
ψkFt = Fσktψk = 0 by Corollary 3E.10. □

3F. The algebra Sℓ
n. This subsection introduces the algebra Sℓ

n, which is the “universal”
semisimple cyclotomic KLR algebra of level ℓ. In the next subsection we show if RΛ

n(K[x±])
has a content system then it is isomorphic to Sℓ

n. We maintain the notation of the previous
subsections except we work over the field K.

Recall from subsection 3A that Γℓ is the quiver of type A×ℓ
∞ , with vertex set Jℓ =

{1, . . . , ℓ} × Z. Let Sℓ
n(K) be the standard cyclotomic KLR algebra defined using the

(standard) Q-polynomials and weight polynomials of Example 3A.2(a). Let (cJℓ , rJℓ) be
the content system for Sℓ

n(K) given in Example 3A.2(a), so that cJℓ is identically zero
and rJℓ is the identity map on Jℓ. By assumption, x is the empty sequence for Sℓ

n so, by
convention, K[x±] = K.

To avoid confusion, if t ∈ Std(Pℓ
n) let rJℓ(t) be the residue sequence of t with re-

spect to the content system (cJℓ , rJℓ). Explicitly, rJℓ(t) = (rJℓ
1 (t), . . . , rJℓ

n (t)) ∈ Jn
ℓ where

rJℓ
m (t) = ρk + b− a if t−1(m) = (k, a, b). For convenience, set Jn

Std = {rJℓ(t) | t ∈ Std(Pℓ
n)}.

By Lemma 3B.4, if j ∈ Jn
Std then there exists a unique standard tableau t ∈ Std(Pℓ

n) such
that rJℓ(t) = j since cJℓ is identically zero.
Lemma 3F.1. Suppose that 1 ≤ k < n and j ∈ Jn

ℓ . Then y1 = · · · = yn = 0 and 1j ̸= 0 if
and only if 1j = Ft for some t ∈ Std(Pℓ

n). Consequently, ψk1j = 0 if jk — jk+1 and 1j = 0
if jk = jk+1 or jk = jk+2 for 1 ≤ k < n− 1).
Proof. Let V be the left regular representation of Sℓ

n(K). Then V =
⊕

t ∈ Std(Pℓ
n) Vt by The-

orem 3E.4. Since cJℓ is identically zero, ym acts as multiplication by zero on Vt, for
1 ≤ m ≤ n and t ∈ Std(Pℓ

n). Hence, y1 = · · · = yn = 0 proving the first claim.
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Next, we show that 1j ̸= 0 if and only if 1i = Ft, for some t ∈ Std(Pℓ
n). Observe that if

s, t ∈ Std(Pℓ
n) then s = t if and only if rJℓ(s) = rJℓ(t) by Lemma 3B.4 since cJℓ

is identically
zero. Hence, 1j = Ft for some t ∈ Std(Pℓ

n) by Corollary 3E.10. The remaining statements
now follow by Corollary 3E.10 and Corollary 3E.12. □

Definition 3F.2. Let λ ∈ Pℓ
n. For s, t ∈ Std(λ) set Ψst = ψw1rJℓ (t), where w ∈ Sn is the

unique permutation such that s = wt.

Corollary 3F.3. The algebra Sℓ
n(k) is spanned by {Ψst | (s, t) ∈ Std2(Pℓ

n)}.

Proof. By Theorem 2D.1 and Lemma 3F.1, Sℓ
n is spanned by the set{

ψw1rJℓ (t)

∣∣∣w ∈ Sn and t ∈ Std(Pℓ
n)
}
.

Hence, it is enough to show that if ψw1rJℓ (t) ̸= 0, for t ∈ Std(Pℓ
n) and w ∈ Sn, then

wt ∈ Std(Pℓ
n). Since w is a product of simple reflections, it is enough to consider the case

when w = σk = (k, k+1), for 1 ≤ k < n. If t is standard then σkt is standard unless k and
k+1 are in the same row, or the same column of t, in which case ψk1j = 0 by Lemma 3F.1.
Hence, if ψk1i ̸= 0 then σkt ∈ Std(Pℓ

n) as we needed to show. □

Arguing by induction on n, it is easy to see that if s, t ∈ Std(Pℓ
n) and rJℓ(s) = wrJℓ(t),

for some w ∈ Sn, then Shape(s) = Shape(t).
Given u,w ∈ Sn, write u ⪯ w if there is a reduced expression w = σa1 . . . σal

such that
u = σa1 . . . σak

, for some 0 ≤ k < l. (This is the right weak Bruhat order on Sn.)

Lemma 3F.4. Let t ∈ Std(Pℓ
n) and suppose that wt is standard, for some w ∈ Sn. Then

ut is standard whenever u ⪯ w.

Proof. If 1 ≤ r < t ≤ n and u(r) > u(t) then w(r) > w(t) since u ⪯ w. The result follows
easily from this observation. □

Lemma 3F.5. Let λ ∈ Std(Pℓ
n). Then there exists an irreducible left Sℓ

n(K)-module Wλ

with basis {wt | t ∈ Std(λ)} and where the Sℓ
n(K)-action is determined by

1jwt = δj,rJℓ (t)wt, ymwt = 0, ψkwt =
{
wσkt if σkt ∈ Std(λ),
0 otherwise,

for all j ∈ Jn
ℓ and all admissible k and m.

Proof. By Lemma 3F.1, the map t 7→ rJℓ(t) gives a bijection Std(Pℓ
n) ∼−→ Jn

Std such that
Ft = 1i, where i = rJℓ(t). Moreover, by (3B.5) and Lemma 3F.1,

Qk(t) =
{

1 if σkt ∈ Std(Pℓ
n),

0 otherwise.

Therefore, in view of (3C.7), the lemma is a special case of Proposition 3C.2. □

Remark 3F.6. The RΛ
n(K[x±])-module Vλ is irreducible only over K[x±]. In contrast, it

is easy to see that the module Wλ is irreducible over any field.

Remark 3F.7. Lemma 3A.4 is also a consequence of [41, Theorem 3.4]. By Lemma 3F.1,
the natural grading on Wλ concentrates everything in degree 0.

We now prove that Sℓ
n(K) is a split semisimple algebra.
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Theorem 3F.8. The algebra Sℓ
n(K) is a split semisimple algebra and {Wλ | λ ∈ Pℓ

n} is a
complete set of pairwise non-isomorphic irreducible Sℓ

n-modules, up to shift.

Proof. Recall from Corollary 3F.3 that the elements {Ψst | (s, t) ∈ Std2(Pℓ
n)} span Sℓ

n(k).
By Lemma 3F.4 and Lemma 3F.5, if s, t ∈ Std(µ) then the action of Ψst on the module Wλ

is given by Ψstwu = δtuws, for u ∈ Std(λ). In particular, if µ ̸= λ then Ψst acts as zero on
Wλ. Moreover, this implies that the set {Ψst | (s, t) ∈ Std2(Pℓ

n)} is linearly independent,
and so is a basis of Sℓ

n(k) by Corollary 3F.3. Extending scalars to K, there is a well-defined
algebra isomorphism

E : Sℓ
n(K)−→

⊕
λ ∈ Pℓ

n

EndK(Wλ); Ψst 7→ est,

where est is the matrix unit given by est(wu) = δtuws. It follows that E is an algebra
isomorphism since {Ψst} is a basis of Sℓ

n(K) = K ⊗k Sℓ
n(k), completing the proof. □

Remark 3F.9. As in Remark 3F.7, the grading on Sℓ
n(K) puts everything in degree zero.

The complete set of irreducible graded Sℓ
n(K)-modules is {qdWλ | λ ∈ Pℓ

n and d ∈ Z}. In
contrast, if x is an indeterminate in degree 1, then the complete set of irreducible graded
Sℓ

n(K[x±])-modules is
{
K[x±]⊗KWλ

∣∣λ ∈ Pℓ
n

}
, since K[x±] is the unique irreducible graded

K[x±]-module.

The proof of Theorem 3F.8 and Corollary 3F.3 gives a basis of Sℓ
n(k).

Corollary 3F.10. The algebra Sℓ
n(k) is free as a k-module with basis{
Ψst

∣∣ (s, t) ∈ Std2(Pℓ
n)
}
.

3G. Semisimplicity of deformed cyclotomic KLR algebras. This subsection re-
turns to the framework of subsection 3A. In particular, we assume that (Qx

I ,W
x
I ) is a

k[x]-deformation (QI ,WI) and that (c, r) is a content system for RΛ
n with values in k[x].

This subsection proves that the algebras RΛ
n(K[x±]) and Sℓ

n(K[x±]) are isomorphic as un-
graded algebras, where K is the field of fractions of k.

Recall the elements φ1, . . . , φn−1 ∈ RΛ
n(K) defined in (2D.4).

Lemma 3G.1. Suppose that t ∈ Std(Pℓ
n) and 1 ≤ k < n. Then, in RΛ

n(K[x±]),

φkFt =
{
Fσktφk if σkt is standard,
0 otherwise,

Proof. By Lemma 2D.5(d), if 1 ≤ m < n then φk(ym − c) = (yσk(m) − c)φk. Hence, the
result follows by Definition 3C.1 (and Lemma 3B.4). □

Let t ∈ Std(λ) and 1 ≤ m < n. Note that if j = rJℓ(t) then rJℓ
m (t) ̸= rJℓ

m+1(t)
by Lemma 3F.1. Recall the scalar Qm(t) for RΛ

n(K[x±]) from (3B.5). Set

qm(t) =
{
Qm(t)−1 if rJℓ

m (t) /— rJℓ
m+1(t), rJℓ

m (t) ̸= rJℓ
m+1(t) and σmt ▷ t,

1 otherwise.
(3G.2)

Note that qm(t) is well-defined because Qm(t) ̸= 0 by Lemma 3B.6. Moreover,

if rJℓ
m (t) /— rJℓ

m+1(t) and rJℓ
m (t) ̸= rJℓ

m+1(t), then qm(t)qm(σmt) = Qm(t)−1. (3G.3)

Let Sℓ
n(K[x±]) = K[x±] ⊗K Sℓ

n(K). Recall that if A is graded then A forgets the grading
on A.
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Proposition 3G.4. There is an (ungraded) algebra isomorphism

Θ: Sℓ
n(K[x±]) ∼−→ RΛ

n(K[x±])

such that Θ(ym) = 0,

Θ
(
1j
)

=
{
Ft if j = rJℓ(t) ∈ Jn

Std,

0 if j /∈ Jn
Std,

,

Θ
(
ψk1j

)
=
{
qk(t)φkFt if j = rJℓ(t) ∈ Jn

Std,

0 if j /∈ Jn
Std.

for all j ∈ Jn
ℓ and all admissible m and r.

Proof. First, note that Θ(ψk) =
∑

j Θ(ψk1j), so the images of the generators of Sℓ
n under Θ

are uniquely determined. Hence, once we show that Θ is a homomorphism it is necessarily
unique. If 1 ≤ m ≤ n then ym = 0, by Lemma 3F.1, so the assumption that ym ∈ ker Θ
does not prevent Θ from being an isomorphism. Similarly, by Lemma 3F.1, if j ∈ Jℓ

n then
1j ̸= 0 if and only if j ∈ Jn

Std.
To show that Θ is an algebra homomorphism it is enough to check that it respects

the KLR relations (KLR1)–(KLR8) and the cyclotomic relation (2C.3). The cyclotomic
relation (2C.3) is trivially satisfied and checking relations (KLR1)–(KLR4) and (KLR6) is
easy, so these are left to the reader. Relation (KLR5) is routine using Lemma 3G.1. For
relation (KLR7) it is enough to show that if j ∈ Jn

ℓ and 1 ≤ k < n then

Θ
(
ψ2

k1j
)

= Θ
(
Qjk,jk+1(yk, yk+1)1j

)
By definition, the right-hand side is equal to

Θ
(
Qjk,jk+1(yk, yk+1)1j

)
=
{
Ft if j = rJℓ(t) ∈ Jn

Std and jk /— jk+1,
0 otherwise.

If j /∈ Jn
Std then Θ(1j) = 0, so we may assume that j = rJℓ(t), for some t ∈ Std(Pℓ

n). If
jk /— jk+1, then

Θ
(
ψ2

k1j
)

= qk(t)qk(σkt)φ2
kFt

= qk(t)qk(σkt)
(
QrJℓ

k
(t),rJℓ

k+1(t)(yk, yk+1) + δrJℓ
k

(t),rJℓ
k+1(t)

)
Ft

= qk(t)qk(σkt)Qk(t)Ft

= Ft,

where we have used Lemma 2D.5(f) for the second equality and (3G.3) for the last equality.
On the other hand, if jk — jk+1 then Θ(ψ2

k1j) = Θ(ψk1σkj)Θ(ψk1j) = 0 since σkj /∈ Jn
Std

(compare with Lemma 3F.1). Hence, Θ respects the quadratic relation (KLR7).
Now consider the deformed braid relation (KLR8). Since ym = 0 for 1 ≤ m ≤ n, we

need to verify that if 1 ≤ k < n and t ∈ Std(Pℓ
n) and

Θ
(
ψkψk+1ψk1rJℓ (t)

)
= Θ

(
ψk+1ψkψk+11rJℓ (t)

)
If σkσk+1σkt = σk+1σkσk+1t is not standard then both sides are zero, so we can assume
that this tableau is standard. By Lemma 2D.5(b) and Lemma 3F.4, it is enough to show
that

qk(σk+1σkt)qk+1(σkt)qk(t) = qk+1(σkσk+1t)qk(σk+1t)qk+1(t).
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It follows from (3G.2) that qk(σk+1σkt) = qk+1(t), qk+1(σkt) = qk(σk+1t) and qk(t) =
qk+1(σkσk+1t), so (KLR8) is satisfied.

We have now proved that Θ is an algebra homomorphism. By Corollary 3E.10, to show
that Θ is surjective it is enough to check that 1iFt, ykFt and ψkFt belong to the image
of Θ, for all i ∈ In, t ∈ Std(Pℓ

n) and all admissible k. Certainly, 1iFt = δi rJℓ (t)Ft =
δi rJℓ (t)Θ(1rJℓ (t)) ∈ im Θ. Hence, ykFt ∈ im Θ by Corollary 3E.8. Finally, consider ψkFt. If
σkt is not standard, then ψkFt = 0 by Corollary 3E.12. Otherwise, by (2D.4) we have

qk(t)−1Θ
(
ψk1rJℓ (t)

)
= φkFt =

{(
ck(t) − ck+1(t)

)
ψkFt + Ft if rJℓ

k (t) = rJℓ
k+1(t),

ψkFt if rJℓ
k (t) ̸= rJℓ

k+1(t).

In both cases it follows that ψkFt ∈ im Θ, where we use Definition 3A.1(c) when rJℓ
k (t) =

rJℓ
k+1(t). Hence, Θ is surjective.

We have now shown that Θ is a surjective algebra homomorphism from Sℓ
n(K[x±]) to

RΛ
n(K[x±]). Let K be any field containing K[x±]. Extending scalars to K and using Propo-

sition 3C.2, Corollary 3C.10 and Theorem 3F.8, the algebra RΛ
n(K) has at least as many

isomorphism classes of (ungraded) simple modules as Sℓ
n(K). Hence, by a dimension

count, the induced map ΘK from Sℓ
n(K) to RΛ

n (K) is an isomorphism. Therefore, ΘK ,
and hence Θ, is injective. It follows that Θ: Sℓ

n(K[x±]) −→ RΛ
n(K[x±]) is an isomorphism

of ungraded algebras, so the proof is complete. □

Remark 3G.5. The isomorphism Θ of Proposition 3G.4 is not homogeneous because, in
general, the elements ψk1j and Θ(ψk1j) have different degrees.

Recall the irreducible graded RΛ
n(K[x±])-module Vλ, for λ ∈ Pℓ

n, defined before Corol-
lary 3C.10. Combining Theorem 3F.8 and Proposition 3G.4 shows that RΛ

n(K[x±]) is
isomorphic to a direct sum of matrix algebras over K[x±]. Hence, we have:

Corollary 3G.6. The algebra RΛ
n(K[x±]) is a split semisimple algebra over K[x±] and{

Vλ

∣∣λ ∈ Pℓ
n

}
is a complete set of pairwise non-isomorphic irreducible graded RΛ

n(K[x±])-
modules.

In particular, up to isomorphism, the irreducible module Vλ does not depend on the
choice of content system (c, r), for λ ∈ Pℓ

n. We already knew from Corollary 3C.10 that
Vλ is independent of the choice of β-coefficients in Proposition 3C.2.

4. Cellular bases of RΛ
n(K[x±])

The main results of this paper follow from the construction of cellular bases for the
algebra RΛ

n(k[x]), which is the focus of this section. The cellular bases that we construct
are analogues of the ψ-bases of [24]. Using the results of section 3 it is easy to see that the
ψ-bases are linearly independent. The main difficulty is showing that the ψ-bases span
the algebra RΛ

n(k[x]).
Throughout the section, we continue to assume that (Γ,Qx

I ,W
x
I ) is a k[x]-deformation

of a standard cyclotomic KLR datum (Γ,QI ,WI) and (c, r) is a (graded) content system
with values in k[x] and we let K be the field of fractions of k. section 3 studied the
semisimple representation theory of the algebra RΛ

n(K[x±]).

Ann. Repr. Th. 1 (2024), 2, p. 193–297 https://doi.org/10.5802/art.8

https://doi.org/10.5802/art.8


226 Anton Evseev & Andrew Mathas

4A. Integral and seminormal bases. Partly inspired by [24, 51], this subsection defines
the two new bases of RΛ

n(k[x]) that will ultimately allow us to prove our main results.
Defining these bases is easy, but it will take some time to prove that they are both
(cellular) bases over k[x].

Recall from subsection 3B that ⊵ is the dominance order on Pℓ
n. If s ∈ Std(Pℓ

n) is
a standard tableau and 1 ≤ m ≤ n then s↓m is the subtableau of s that contains the
numbers in {1, . . . , m}. Extend the dominance order to Std(Pℓ

n) by defining s ⊵ t if
Shape(s↓m) ⊵ Shape(t↓m), for 1 ≤ m ≤ n. Write s ▷ t if s ⊵ t and s ̸= t. Similarly, given
(s, t), (u, v) ∈ Std2(Pℓ

n) write (s, t) ⊵ (u, v) if s ⊵ u and t ⊵ v. As before, write (s, t) ▷ (u, v)
if (s, t) ⊵ (u, v) and (s, t) ̸= (u, v).
Definition 4A.1 (Residue dominance). Let s and t be two standard tableaux. Write
s ▶ t if r(s) = r(t) and s ⊵ t. If λ,µ ∈ Pℓ

n, write λ ▶ µ if there exist s ∈ Std(λ) and
t ∈ Std(µ) such that s ▶ t.

In what follows we could replace the posets (Pℓ
n, ◁) and Pℓ

n, ▷) with (Pℓ
n,◀) and (Pℓ

n,▶),
respectively. However, doing this does not give very much additional information because
all of our definitions are compatible with the block decompositions RΛ

n =
⊕

α RΛ
α and the

residue dominance orderings are just the dominance ordering restricted to these subalge-
bras. We remark that in type A(1)

e−1 the algebras RΛ
α are indecomposable by [11, (1.4)]

(and [48]). In type C(1)
e−1 it is not known if RΛ

α is indecomposable, although we expect this
to be the case.

Let λ ∈ Pℓ
n. The conjugate of λ is the ℓ-partition λ′ = {(ℓ− k + 1, c, r) | (k, r, c) ∈ λ}.

That is, λ′ is the ℓ-partition obtained from λ by reversing the order of the components and
then swapping the rows and columns in each component. As is well-known, if λ,µ ∈ Pℓ

n

then λ ⊵ µ if and only if λ′ ⊴ µ′. Similarly, the conjugate tableau to t ∈ Std(λ) is the
standard λ′-tableau t′ with t′(k, r, c) = t(ℓ− k + 1, c, r), for (k, r, c) ∈ λ′.

It is well-known that there exist unique tableaux t▷
λ and t◁

λ such that t◁
λ ⊴ s ⊴ t▷

λ,
for all s ∈ Std(λ). Explicitly, t▷

λ = (t▷λ(1) | . . . |t▷λ(ℓ)) is the standard λ-tableau with the
numbers 1, 2, . . . , n entered in order from left to right along the rows of t▷λ(1) , and then the
rows of t▷λ(2) and so on. Similarly, t◁

λ = (t◁λ(1) | . . . |t◁λ(ℓ)) is the standard λ-tableau with
numbers 1, 2, . . . , n entered in order down the columns of the tableaux t◁λ(ℓ)

, . . . , t◁λ(1) . By
construction, t◁

λ = (t▷
λ′)′.

Definition 4A.2. For each standard tableau t ∈ Std(Pℓ
n), let d▷

t , d
◁
t ∈ Sn be the unique

permutations such that d◁
t t◁

λ = t = d▷
t t▷

λ. As important special cases, set d◁
λ = d◁

t▷
λ

and
d▷

λ = d▷
t◁
λ
.

Recall from subsection 2B that L : Sn −→ N is the length function on Sn. Although
normally stated using slightly different language, the following lemma is well-known and
easy to prove. See, for example, [40, Lemma 2.18].
Lemma 4A.3. Suppose λ ∈ Pℓ

n. Then d▷
λ = (d◁

λ)−1. Moreover, if t ∈ Std(λ) then
d◁

λ = (d▷
t )−1d◁

t , d▷
λ = (d◁

t )−1d▷
t , and d◁

t = d▷
t′ ,

with L(d◁
λ) = L(d◁

t ) + L(d▷
t ) = L(d▷

λ).
In subsection 2D, we fixed a preferred reduced expression w = σa1 . . . σal

, for each w ∈
Sn, and we defined ψw = ψa1 . . . ψal

. In particular, we have preferred reduced expressions
for the permutations d◁

t , d◁
λ, d▷

t and d▷
λ that define elements ψd◁

t , ψd◁
λ
, ψd▷

t , ψd▷
λ

∈ RΛ
n(k[x]).
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Recall from subsection 3B that N ℓ
n = {(k, r, c) | 1 ≤ k ≤ ℓ, r, c ≥ 1} is the set of nodes,

which we consider as a totally ordered set under the lexicographic order, and that we
identify an ℓ-partition with its diagram {(k, r, c) ∈ N ℓ

n | 1 ≤ c ≤ λ
(k)
r }.

Fix λ ∈ Pℓ
n. An addable node of λ is a node A = (k, r, c) ∈ N ℓ

n \ λ such that λ ∪ {A} ∈
Pℓ

n+1. Similarly, a removable node of λ is a node A ∈ λ such that λ \ {A} ∈ Pℓ
n−1.

If t ∈ Std(λ) let Add(t) = Add(λ) and Rem(t) = Rem(λ) be the sets of addable and
removable nodes of λ.

Let t ∈ Std(λ) and 1 ≤ m ≤ n and define:

Add◁
m(t) =

{
A ∈ Add(t↓m)

∣∣∣ r(A) = rm(t) and A < t−1(m)
}

Rem◁
m(t) =

{
A ∈ Rem(t↓m)

∣∣∣ r(A) = rm(t) and A < t−1(m)
}

Add▷
m(t) =

{
A ∈ Add(t↓m)

∣∣∣ r(A) = rm(t) and A > t−1(m)
}

Rem▷
m(t) =

{
A ∈ Rem(t↓m)

∣∣∣ r(A) = rm(t) and A > t−1(m)
}
.

(4A.4)

Recall from subsection 2C that ∗ is the unique anti-isomorphism of RΛ
n that fixes the

generators of Definition 2C.2.

Definition 4A.5 (Integral bases). Let s, t ∈ Std(λ), for λ ∈ Pℓ
n. Define

ψ◁
st = ψd◁

s y
◁
λ1i◁

λ
ψ∗

d◁
t

and ψ▷
st = ψd▷

s y
▷
λ1i▷

λ
ψ∗

d▷
t
,

where i◁λ = r(t◁
λ), i▷λ = r(t▷

λ) and

y◁
λ =

n∏
m=1

∏
A ∈ Add◁

m(t◁
λ

)

(
ym − c(A)

)
and y▷

λ =
n∏

m=1

∏
A ∈ Add▷

m(t▷
λ

)

(
ym − c(A)

)
.

By definition, if (s, t) ∈ Std2(Pℓ
n) then ψ◁

st and ψ▷
st are elements of RΛ

n(k[x]), which
depend on the choices of reduced expressions for d◁

s , d◁
t , d▷

s and d▷
t . We will abuse notation

and consider ψ◁
st and ψ▷

st as elements of RΛ
n(k[x]), RΛ

n(K[x±]) and of RΛ
n (k). It is not yet

clear that the elements ψ◁
st and ψ▷

st are nonzero but, if they are, they are homogeneous.
To prove that {ψ◁

st} and {ψ▷
st} are bases of RΛ

n(k[x]) we will use some closely related
seminormal bases of RΛ

n(K[x±]). As we will see, the seminormal bases give other realisations
of the graded RΛ

n(K[x±])-modules Vλ from Proposition 3C.2. In fact, this is the key to
proving that the ψ-bases are linearly independent.

Definition 4A.6 (Seminormal bases). Let s, t ∈ Std(λ), for λ ∈ Pℓ
n. Set

f◁
st = Fsψ

◁
stFt and f▷

st = Fsψ
▷
stFt.

By definition, f◁
st, f

▷
st ∈ RΛ

n(K[x±]) and these elements do not typically belong to
RΛ

n(k[x]). We will show that {f◁
st} and {f▷

st} are cellular bases of RΛ
n(K[x±]). Since ψ◁

st and
ψ▷

st are both homogeneous so are f◁
st and f▷

st.
Below we prove many parallel results for the elements {ψ◁

st} and {f◁
st}, and for the

elements {ψ▷
st} and {f▷

st}. In almost every case, the proofs are identical except that the
ψ◁-basis and f◁-basis use the poset (Pℓ

n,⊴) whereas the ψ▷-basis and f▷-basis use the
poset (Pℓ

n,⊵). For this reason, we work with a generic symbol △ ∈ {◁, ▷} and write ψ△st ,
f△st , t△λ , d△t , . . . in place of ψ◁

st, f◁
st, t◁

λ, d◁
t , . . . and ψ▷

st, f▷
st, t▷

λ, d▷
t , . . . , respectively.

Lemma 4A.7. Let s, t, u, v ∈ Std(Pℓ
n). Then δsuδtvf

◁
st = Fuf

◁
stFv and δsuδtvf

▷
st = Fuf

▷
stFv.

Proof. This is immediate from Corollary 3E.9 and Definition 4A.6. □
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In contrast, it is rarely true that Fuψ
△

stFv = δsuδtvψ
△

st , for (s, t), (u, v) ∈ Std2(Pℓ
n).

We want to show that the sets {ψ△st } and {f△st } are bases of RΛ
n(K[x±]) and that the

transition matrices between the ψ-bases and the corresponding f -bases are unitriangular.
Before we can prove this we need a better understanding of how RΛ

n(K[x±]) acts on the f -
bases and to do this we connect these bases to the seminormal representations of section 3.
Motivated by (3C.7), for s ∈ Std(Pℓ

n) and 1 ≤ k < n define scalars β◁
k(s), β▷

k(s) ∈ k[x] by

β◁
k(s) =

{
1 if s ◁ σks,
Qk(s) if σks ◁ s,

and β▷
k(s) =

{
1 if s ▷ σks,
Qk(s) if σks ▷ s.

(4A.8)

Repeating the argument of Lemma 3C.8 shows that:

Lemma 4A.9. The coefficients {β◁
r (s)} and {β▷

r (s)} satisfy conditions (a)–(c) of Propo-
sition 3C.2.

Hence, the coefficients {β◁
r (s)} and {β▷

r (s)} both determine irreducible graded RΛ
n(K[x±])-

modules V ◁
λ and V ▷

λ , respectively. By Corollary 3C.10, V ◁
λ

∼= V ▷
λ . Let {v△t | t ∈ Std(λ)} be

the basis of V △λ from Proposition 3C.2. More explicitly, fix a nonzero vector vt△
λ

∈ Ft△
λ
V △λ

and define v△t by induction on L(d△t ) by setting

v△t =
(
ψk −

δrk(s)δk+1(s)
ρk(s)

)
v△s

where d△t = skd
△

s with L(d△t ) = L(d△s ) + 1, and we set ρk(s) = ck+1(s) − ck(s) ∈ k[x].
The next result should be compared with Proposition 3C.2.

Proposition 4A.10. Let (s, t) ∈ Std2(Pℓ
n) and suppose that 1 ≤ k < n, 1 ≤ m ≤ n and

i ∈ In. Then the elements f◁
st and f▷

st are nonzero and

1if
◁
st = δi r(s)f

◁
st ymf

◁
st = cm(s)f◁

st ψkf
◁
st =

δrk(s),rk+1(s)

ρk(s) f◁
st + β◁

k(s)f◁
ut,

1if
▷
st = δi r(s)f

▷
st ymf

▷
st = cm(s)f▷

st ψkf
▷
st =

δrk(s),rk+1(s)

ρk(s) f▷
st + β▷

k(s)f▷
ut,

where u = σks.

Proof. Let △ ∈ {◁, ▷}. Since f△st = Fsψ
△

stFt, the formulas for 1if
△

st and ymf
△

st follow
from Corollary 3E.10 and Corollary 3E.8, respectively. We use these formulas below
without mention.

To prove the remaining claims, fix t ∈ Std(λ) and let W△

t be the K[x±]-submodule
of RΛ

n(K[x±]) spanned by {f△st | s ∈ Std(λ)}. Let Θt : W△

t → V △ be the map given by
Θt(w) = wv△t , for w ∈ W△

t . We prove by induction on dominance order for t that
there exists a nonzero scalar at, which depends only on t, such that Θt(f△st ) = atv

△

s , for
s ∈ Std(λ). To prove this, first consider the special case when t = t△λ . By Proposition 3C.2,

ψ△
t△
λ

t△
λ

v△
t△
λ

= y△λ 1i△
λ
v△

t△
λ

=
n∏

m=1

∏
A ∈ Add△m(t△

λ
)

(
cm

(
t△λ
)

− c(A)
)

· v△
t△
λ

= at△
λ
v△

t△
λ

,

where at△
λ

=
∏

m

∏
A(cm(t△λ ) − c(A)) ∈ k[x]. If A ∈ Add△m(t△λ ) then r(A) = rm(t△λ ), so

each factor of at△
λ

is nonzero by Definition 3A.1(c). Consequently, at△
λ

̸= 0. Moreover,
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f△
t△
λ

t△
λ

v△
t△
λ

= at△
λ
v△

t△
λ

t△
λ

since Fsv
△

s = v△t , for all s ∈ Std(λ). In view of (4A.8) and Proposi-
tion 3C.2, if y ∈ Std(λ) then

f△
yt△

λ

v△
t△
λ

= Fyψd△y
f△

t△
λ

t△
λ

v△
t△
λ

= at△
λ
Fyψd△y

v△
t△
λ

= at△
λ
v△y ,

where the last equality uses Lemma 4A.7. It follows that Θt△
λ

is multiplication by at△
λ

.
In particular, the map Θt△

λ
is an RΛ

n(K[x±])-module isomorphism and W△

t△
λ

∼= V △λ , which

implies the desired formulas for ψkf
△

st△
λ

by Proposition 3C.2 and (4A.8).

Finally, suppose that t ̸= t△λ and let d△t = σa1 . . . σak
be the preferred reduced expression

that we fixed for the permutation d△t ∈ Sn in subsection 2D. Recalling the definition
of Qm(t) from (3B.5), define

Q(t) = Qa1(σa1t)Qa2(σa2σa1t) . . . Qak
(σak

. . . σa1t) .
Then Q(t) ̸= 0 by Lemma 3B.6. Applying Proposition 3C.2(b) k times,

ψ△st v
△

t = ψd△s
ψ△

t△
λ

t△
λ

ψ∗
d△t
v△t = Q(t)ψd△s

ψ△
t△
λ

t△
λ

v△
t△
λ

= at△
λ
Q(t)ψd△s

v△
t△
λ

= at△
λ
Q(t)v△s .

Therefore, Θt is multiplication by the scalar at = at△
λ
Q(t), so Θt : W△

t
∼−→ V △ is an

isomorphism. Hence, the formula for ψkf
△

st follows from Proposition 3C.2. The proof
of Proposition 4A.10 is complete. □

Since f△st = Fsψ
△

stFt, this also shows that ψ◁
st and ψ▷

st are nonzero, for (s, t) ∈ Std2(Pℓ
n).

Although we do not state them explicitly, applying the automorphism ∗ to Proposi-
tion 4A.10 gives similar formulas for the right actions of the generators of RΛ

n(K[x±])
on the f -bases.

The first corollary of Proposition 4A.10 was established in its proof.

Corollary 4A.11. Let λ ∈ Pℓ
n and suppose t ∈ Std(λ). Then, as RΛ

n(K[x±])-modules.

V ◁
λ

∼=
⊕

y
K[x±]f◁

yt and V ▷
λ

∼=
⊕

y
K[x±]f▷

yt.

Corollary 4A.12. The sets {f◁
st | (s, t) ∈ Std2(Pℓ

n)} and {f▷
st | (s, t) ∈ Std2(Pℓ

n)} are bases
of RΛ

n(K[x±]).

Proof. Let i ∈ In. By Corollary 3E.10, 1i ̸= 0 if and only if i ∈ In
Std = {r(u) | u ∈ Std(Pℓ

n)}.
Moreover, if i ∈ In

Std then 1i =
∑

u ∈ Std(i) Fu. Hence, as K[x±]-modules,

RΛ
n

(
K[x±]

)
=

⊕
i, j ∈ Im

Std

1iRΛ
n(K[x±])1j =

∑
s, t ∈ Std(Pℓ

n)
RΛ

st, where RΛ
st = FsRΛ

n(K[x±])Ft.

If (s, t) ∈ Std2(Pℓ
n) then f△st ̸= 0, by Proposition 4A.10, and f△st ∈ RΛ

st, by Corollary 3E.9.
(s, t) ∈ Std2(Pℓ

n). Hence, {f△st } is a basis of RΛ
n(K[x±]) and the last displayed equation

becomes RΛ
n(K[x±]) =

⊕
(s,t) ∈ Std2(Pℓ

n) RΛ
st. □

The next result shows that the idempotents Ft are scalar multiples of the basis elements
f◁

tt and f▷
tt. These scalars, γ◁

t and γ▷
t , play an important role in what follows.

Corollary 4A.13. Suppose that t ∈ Std(Pℓ
n). Then there exist nonzero homogeneous

scalars γ◁
t , γ

▷
t ∈ K[x±] such that

1
γ◁

t
f◁

tt = Ft = 1
γ▷

t
f▷

tt.

Ann. Repr. Th. 1 (2024), 2, p. 193–297 https://doi.org/10.5802/art.8

https://doi.org/10.5802/art.8


230 Anton Evseev & Andrew Mathas

Proof. Let △ ∈ {◁, ▷}. By Corollary 4A.12, Ft =
∑

u,v ruvf
△

uv, for some ruv ∈ K[x±].
Multiplying on the left and right by Ft and applying Lemma 4A.7 and Corollary 3C.9
shows that Ft = rttf

△

tt . By Corollary 3C.9, rtt ̸= 0. Therefore, setting γ△t = 1
rtt

gives the
result. □

Lemma 4A.14. Suppose that (s, t), (u, v) ∈ Std2(Pℓ
n). Then

f◁
stf

◁
uv = δtuγ

◁
t f

◁
sv and f▷

stf
▷
uv = δtuγ

▷
t f

▷
sv.

Proof. Let △ ∈ {◁, ▷}. If u ̸= t then f△st f
△

uv =
(
f△st Ft

)
f△uv = f△st

(
Ftf

△

uv
)

= 0, where we have
used Lemma 4A.7 twice. Hence, it remains to consider the products f△st f△tv . In particular,
s, t and v all have the same shape.

By Proposition 4A.10, for u ∈ Std(λ) there exist homogeneous elements pu, qu ∈
RΛ

n(K[x±]), which are independent of t, such that f△ut = puf
△

t△
λ

t
and f△

t△
λ

t
= quf

△

ut . Therefore,
using Corollary 4A.13 and Lemma 4A.7,

f△st f
△

tv = psf
△

t△
λ

t
f△tv = psqtf

△

tt f
△

tv = γ△t psqtFtf
△

tv = γ△t psqtf
△

tv = γ△t f
△

sv ,

as required. □

We need to determine the γ-coefficients explicitly, which is possible because they sat-
isfy the following recurrence relation involving the scalars Qk(s) from (3B.5). Note that
Qk(s) ̸= 0 whenever σks is standard by Lemma 3B.6.

Lemma 4A.15. Let △ ∈ {◁, ▷} and suppose that s, t ∈ Std(Pℓ
n) with s△ t = σks, where

1 ≤ k < n. Then γ△t = Qk(s)γ△s .

Proof. By (4A.8), β△k (s) = 1. Therefore, using Lemma 4A.14 and Proposition 4A.10
several times,

γ△t f
△

ss = f△st f
△

ts = f△ss

(
ψk −

δrk(s)rk+1(s)

ρk(s)

)2

f△ss

= f△ss

(
ψ2

k −
2ψkδrk(s)rk+1(s)

ρk(s) +
δrk(s)rk+1(s)

ρk(s)2

)
f△ss

= f△ss

(
Q

x
rk(s)rk+1(s)(ck(s), ck+1(s)) −

δrk(s)rk+1(s)

ρk(s)2

)
f△ss

= Qk(s)γ△s f△ss .

For the third equality, notice that ψkf
△

ss introduces a term involving f△ts but this term
does not survive because f△ss f

△

ts = 0 by Lemma 4A.14. The result now follows by Corol-
lary 4A.12. □

Lemma 4A.16. Suppose that t ∈ Std(λ), for λ ∈ Pℓ
n. Then

γ◁
t =

n∏
m=1

∏
A ∈ Add◁

m(t)(cm(t) − c(A))∏
B ∈ Rem◁

m(t)(cm(t) − c(B)) and γ▷
t =

n∏
m=1

∏
A ∈ Add▷

m(t)(cm(t) − c(A))∏
B ∈ Rem▷

m(t)(cm(t) − c(B)) .

Proof. We consider only the result for γ◁
t and leave the symmetric case of γ▷

t to the
reader. We argue by induction on dominance. If t = t◁

λ then f◁
t◁
λ

t◁
λ

= y◁
λ1i◁

λ
. Therefore,

by Lemma 4A.14 and Proposition 4A.10,
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γ◁
t◁
λ
f◁

t◁
λ

t◁
λ

= f◁
t◁
λ

t◁
λ
f◁

t◁
λ

t◁
λ

= y◁
λf

◁
t◁
λ

t◁
λ

=
n∏

m=1

∏
A∈Add◁

m(t◁
λ

)

(
cm(t◁

λ) − c(A)
)
f◁

t◁
λ

t◁
λ
.

As Rem◁
m(t◁

λ) = ∅, for 1 ≤ m ≤ n, this gives the result when t = t◁
λ. If t ▷ t◁

λ then,
by Lemma 4A.15, there exists a tableau s and an integer a, with 1 ≤ a < n, such
that s ◁ t = σas and γ◁

t = Qa(s)γ◁
s . To complete the proof, write (k, r, c) = t−1(a) and

observe that Add◁
m(t) = Add◁

m(s) and Rem◁
m(t) = Rem◁

m(s) if m ̸= a, a + 1. Moreover,
Add◁

a(t) = Add◁
a+1(s) and Rem◁

a(t) = Rem◁
a+1(s) and

Add◁
a+1(t) =

{
Add◁

a(s) \ {(k, r, c)}, if ra(s) = r(k, r, c),
Add◁

a(s) ∪A, otherwise,
where A is the set of addable ra(s)-nodes in {(k, r + 1, c), (k, r, c− 1)}. Similarly,

Rem◁
a+1(t) =

{
Rem◁

a(s) ∪ {(k, r, c)}, if ra(s) = r(k, r, c),
Rem◁

a(s) \R, othewise,
where R is the set of removable ra(s)-nodes in {(k, r+1, c), (k, r, c−1)}. By induction, the
lemma holds for γ◁

s . Hence, recalling the definition of Qa(s) from (3B.5), the Lemma 4A.16
holds for γ◁

t since γ◁
t = Qa(s)γ◁

s . This completes the proof. □

We can now compute the transition matrices between the ψ-bases and the corresponding
f -bases.

Proposition 4A.17. Suppose that s, t ∈ Std2(λ), for λ ∈ Pℓ
n. In RΛ

n(K[x±]),

ψ◁
st = f◁

st +
∑

µ⊴λ
(u,v) ∈ Std2(µ)

auvf
◁
uv and ψ▷

st = f▷
st +

∑
µ⊵λ

(u,v) ∈ Std2(µ)

buvf
▷
uv

for homogeneous coefficients in K[x±] such that
• auv ̸= 0 only if r(u) = r(s), r(v) = r(t) and either µ ◁ λ, or µ = λ, u ◁ s and v = t
• buv ̸= 0 only if r(u) = r(s), r(v) = r(t) and either µ ▷ λ, or µ = λ, u ▷ s and v = t.

Proof. Let △ ∈ {◁, ▷}. By Theorem 3E.4 and Corollary 4A.13,

1i△
λ

=
∑

u
Fu =

∑
u

1
γ△u

f△uu,

where both sums are over u ∈ Std(i△λ ). Using Proposition 4A.10,

ψ△
t△
λ

t△
λ

= y△λ 1i△
λ

=
∑

u ∈ Std(i△
λ

)

1
γ△t

y△λ f
△

uu =
∑

u ∈ Std(i△
λ

)

1
γ△t

n∏
m=1

∏
A ∈ Add△m(t△

λ
)

(
cm(u) − c(A)

)
f△uu

for some au ∈ K[x±]. If u = t△λ then the coefficient of f△uu in the displayed equation is 1
by Lemma 4A.16. Now suppose that u ∈ Std(i△λ ) and u △/ t△λ . Let m be minimal such that
t↓m ̸= (t△λ )↓m. Then A = u−1(m) ∈ Add△m(t△λ ), so f△uu appears in y△λ 1i△

λ
with coefficient

zero. Hence, f△uu appears in ψ△
t△
λ

t△
λ

with nonzero coefficient only if u△t△λ , so λ△ Shape(u)

if u ̸= t△λ . This proves the base case of our induction. If s, t ∈ Std(λ) then

ψ△st = ψd△s
ψ△

t△
λ

t△
λ

ψ∗
d△t

= ψd△s

f△t△
λ

t△
λ

+
∑

u△t△
λ

auf
△

uu

ψ∗
d△t
.
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Hence, the result follows by Proposition 4A.10 and induction on λ. □

By Corollary 4A.12, this implies that {ψ◁
st} and {ψ▷

st} are both bases of RΛ
n(K[x±]).

4B. Cellular algebras. König and Xi [42] introduced affine cellular algebras, generalising
results of Graham and Lehrer [21]. Following [24], this subsection incorporates a grading
into this framework and at the same time allows the ground ring K to have a non-trivial
grading. The next subsection shows that the f△ and ψ△-bases induce K-cellular structures
on the algebras RΛ

n(K[x±]) and RΛ
n(k[x]).

Definition 4B.1 (cf. Graham and Lehrer, König and Xi [21, 24, 42]). Let K be a graded
commutative domain with 1 and suppose that A is a graded K-algebra that is K-free
and of finite rank as a K-module. A graded K-cell datum for A is an ordered tuple
(P, T, a, deg), where (P,>) is the weight poset, T =

∐
λ ∈ P Tλ is a finite set,

a :
∐

λ ∈ P

Tλ × Tλ −→A; (s, t) 7→ ast,

is an injective map and deg : T −→Z is a degree function such that:
(C0) If s, t ∈ Tλ then ast is homogeneous of degree deg(ast) = deg(s) + deg(t).
(C1) The set {ast | s, t ∈ Tλ for λ ∈ P} is a K-basis of A.
(C2) Let h ∈ A be homogeneous and fix s, t ∈ Tλ, for λ ∈ P . There exist (homogeneous)

scalars rsu(h) ∈ K, which do not depend on t, such that

hast =
∑

u ∈ Tλ

rus(h)aut (mod A>λ) ,

where A>λ is the K-submodule of A spanned by {avw |µ > λ and v, w ∈ T (µ)}.
(C3) The K-linear map ∗ : A −→ A determined by (ast)∗ = ats, for all λ ∈ P and

s, t ∈ Tλ, is an anti-isomorphism of A.
A graded K-cellular algebra is an algebra that has a graded K-cell datum. A K-cellular
algebra is an algebra that has a graded K-cell datum such that deg(t) = 0 for all t ∈ T .
A (graded) cellular algebra is an algebra that has a (graded) K-cell datum when K = K0
is concentrated in degree 0.

Remark 4B.2. If K = K0 is concentrated in degree 0 then a graded K-cellular algebra
is a graded cellular algebra in the sense of [24]. If K = K0 and deg(t) = 0 for all t ∈ T we
recover the cellular algebras of Graham and Lehrer [21]. A K-cellular algebra is a graded
analogue of the affine cellular algebras of König and Xi [42] in the special case where their
affine commutative algebra B is K considered as a K0-algebra.

If L is a K-algebra, define A(L) = L⊗K A. Then A(L) is a (graded) L-cellular algebra.
Let A = A(K) be a graded K-cellular algebra with graded K-cell datum (P, T, c, deg).

As in (C2), for λ ∈ P let A≥λ(K) be the K-submodule of A spanned by {ast | s, t ∈
T (µ) for µ ≥ λ}. By (C2) and (C3), A≥λ(K) and A>λ(K) =

⊕
µ>λA

≥µ(K) are two-sided
ideals of A. Set Aλ(K) = A≥λ(K)/A>λ(K).

For λ ∈ P , the cell module Sλ(K) is the free K-module with basis {as | s ∈ T (λ)}, where
as is homogeneous of degree deg(s), and where the A-action on Sλ(K) is given by

has =
∑

u ∈ T (λ)
rus(h)au, for h ∈ A and s ∈ T (λ),

where rus(h) ∈ K is the scalar from (C2). If t ∈ T (λ) then qdeg tSλ(K) is isomorphic to
the A-submodule of Aλ(K) with basis {ast +A>λ(K) | s ∈ T (λ)}.
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If L is a (graded) K-module set Sλ(L) = Sλ(K) ⊗K L. For example, if K = K[x] and
L = qdK, which is the K[x]-module concentrated in degree d on which x acts as 0, then
Sλ(L) ∼= qdSλ(K).

By (C2) and (C3), there is a unique symmetric bilinear form ⟨ , ⟩λ : Sλ(L)×Sλ(L)−→L
such that

⟨as, at⟩λau = ausat for s, t, u ∈ T (λ). (4B.3)
Moreover, ⟨ , ⟩λ is homogeneous and ⟨ax, y⟩λ = ⟨x, a∗y⟩λ, for all a ∈ A and x, y ∈ Sλ(L).
In particular, if L is concentrated in degree zero then ⟨ , ⟩λ is homogeneous of degree zero.
Furthermore,

radSλ(L) =
{
x ∈ Sλ(L)

∣∣ ⟨x, y⟩ = 0 for all y ∈ Sλ(L)
}

is a graded A-module of Sλ(L), so that Dλ(L) = Sλ(L)/ radSλ(L) is a graded A-module.
Suppose that K =

⊕
dKd is a graded commutative ring such that K0 is a field. Then

Kd is a finite dimensional K0-vector space. Let Irr(K) be a complete set of irreducible
graded K-modules, up to isomorphism. Recall from subsection 2A that q is the grading
shift functor.

Lemma 4B.4. Suppose that K = K[x]. Then Irr(K[x]) = {qdK | d ∈ Z}.

Proof. Any irreducible graded K[x]-module is a K-vector space on which each x ∈ x acts
as multiplication by 0. (Compare Remark 2A.2.) □

Example 4B.5. Suppose that K is a field and x is an indeterminate over K. Then K[x]
is a graded field and qdK[x±] = K[x±], for d ∈ Z, since x has degree 1. Hence, K[x±]
is the unique irreducible graded K[x±]-module. In contrast, if deg y = 2 the Irr(K[y±] =
{K[y±], qK[y±]}. (This is why we define each indeterminate x ∈ x to have degree 1.)

Now consider K[x±, y±], where y be a second indeterminate over K. Then L = K[z±]
becomes an irreducible graded K[x±, y±]-module by letting x act as multiplication by
c1z and y act as multiplication by c2z, for nonzero scalars c1, c2 ∈ K×. Equivalently,the
module L ∼= K[x±, y±]/(c2x−c1y) is uniquely determined by the fact that x− c1

c2
y acts on L

as multiplication by 0. Hence, this makes L into an irreducible graded K[x±, y±]-module
for each c ∈ K×.

Assume that K0 is a field. If L ∈ Irr(K) set P0(L) = {λ ∈ P |Dλ(L) ̸= 0}.

Theorem 4B.6. Let K be a graded commutative domain such that K0 is a field. Suppose
that A be a graded K-cellular algebra. Then{

Dλ(L)
∣∣λ ∈ P0(L) and L ∈ Irr(K)

}
is a complete set of pairwise non-isomorphic irreducible graded A-modules. Moreover,
Dλ(L) is self-dual as an A-module if and only if L ∈ Irr(K) is self-dual as a K-module.

Proof. By Lemma 4B.4, up to shift the irreducible gradedA-modules are irreducibleA(M)-
modules. The result now follows by repeating the standard arguments for classifying the
simple modules of cellular algebras; see [42, Theorem 3.12], [21, Theorem 3.4], or [49,
Theorem 2.16]. □

Example 4B.7. Suppose that A is a graded K[x]-cellular algebra, where K is a field.
Define P0 as above. By Lemma 4B.4, Irr(K[x]) = {qdK | q ∈ Z}. So{

Dλ(L)
∣∣λ ∈ P0 and L ∈ Irr(K[x])

}
=
{
qdDλ(K)

∣∣∣λ ∈ P0 and d ∈ Z
}

Ann. Repr. Th. 1 (2024), 2, p. 193–297 https://doi.org/10.5802/art.8

https://doi.org/10.5802/art.8


234 Anton Evseev & Andrew Mathas

is a complete set of pairwise non-isomorphic irreducible graded A-modules. Let A(K[x±])
= K[x±] ⊗K[x] A be the corresponding graded K[x±]-cellular algebra over K[x±]. Then
{Dλ(K[x±]) |λ ∈ P0} is a complete set of pairwise non-isomorphic irreducible graded
A(K[x±])-modules.

Definition 4B.8. Suppose that K = K[x] and let A be a graded K[x]-cellular algebra. Let
λ ∈ P and µ ∈ P0 = P0(K) and set Sλ = Sλ(K) and Dµ = Dµ(K). Then D =

(
[Sλ : Dµ]q

)
is the graded decomposition matrix of A, where

[Sλ : Dµ]q =
∑
k ∈ Z

[
Sλ : qkDµ

]
qk ∈ N

[
q, q−1

]
,

and [Sλ : qkDµ] is the multiplicity of qkDµ as a composition factor of Sλ.

Standard arguments from the theory of cellular algebras now prove the following:

Corollary 4B.9. Suppose that A is a graded K[x]-cellular algebra. Then
(a) If λ ∈ P and µ ∈ P0 then [Sµ : Dµ]q = 1 and [Sλ : Dµ]q ̸= 0 only if λ ≥ µ.
(b) The Cartan matrix of A is DT D.

4C. Cellular bases for RΛ
n(K[x±]). This subsection applies the results of the last two

subsections to show that RΛ
n(K[x±]) is a K[x±]-cellular algebra. We have to wait until sub-

section 4F to prove that RΛ
n(k[x]) is a k[x]-cellular algebra.

We have most of the data we need to define graded K[x±]-cell data for RΛ
n(K[x±]): we

have posets (Pℓ
n, ◁) and (Pℓ

n, ▷) and sets of standard tableaux Std(Pℓ
n) =

∐
λ ∈ Pℓ

n
Std(λ).

Moreover, by the results of subsection 4A, we have bases {f◁
st}, {ψ◁

st}, {f▷
st} and {ψ▷

st},
which we view as being given by injective maps
f◁ → RΛ

n

(
K[x±]

)
, ψ◁ → RΛ

n

(
K[x±]

)
, f▷ → RΛ

n

(
K[x±]

)
and ψ◁ → RΛ

n

(
K[x±]

)
,

which send (s, t) to f◁
st, ψ◁

st, f▷
st and ψ▷

st, respectively. We still need to define corresponding
degree functions on Std(Pℓ

n).
For t ∈ Std(Pℓ

n), recall the homogeneous scalars γ◁
t , γ

▷
t ∈ K[x±] from Corollary 4A.13. As

K[x±] is a graded ring, both of these scalars have a degree in Z. Recall that deg : K[x±]−→Z
is the degree function on K[x±] and that deg(x) = 1, for all x ∈ x. By Lemma 4A.16,
the scalars γ◁

t and γ▷
t depend on the content function c and are polynomials in x2 and, in

particular, have even degree.

Definition 4C.1. Let t ∈ Std(Pℓ
n). Define degree functions,

deg◁ : Std(Pℓ
n)−→Z and deg▷ : Std(Pℓ

n)−→Z,

with respect to the posets (Pℓ
n, ◁) and (Pℓ

n, ▷), respectively, by

deg◁(t) = 1
2 deg γ◁

t and deg▷(t) = 1
2 deg γ▷

t , for t ∈ Std(Pℓ
n).

When (c, r) is a graded content system both of these degree functions already exist in
the literature. In type A(1)

e−1, Brundan, Kleshchev and Wang [13] call deg▷ the degree of a
tableau and deg◁ its codegree. In type C(1)

e−1 Ariki, Park and Speyer [8] use deg▷ to define
the degrees of the basis elements of their candidates for homogeneous Specht modules.
Using Definition 4C.1 it is not clear that these degree functions coincide with those given
in [8, 13], however, this is immediate from the next result.

Recall from subsection 2B that D = diag(di|i ∈ I) is the symmetriser of the Cartan
matrix of Γ.
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Lemma 4C.2. Suppose that t ∈ Std(Pℓ
n). Then

deg◁(t) =
n∑

m=1
drm(t)

(
# Add◁

m(t) − # Rem◁
m(t)

)
and

deg▷(t) =
n∑

m=1
drm(t)

(
# Add▷

m(t) − # Rem▷
m(t)

)
.

Proof. Apply Lemma 4A.16, using the fact that γ△t ̸= 0 and deg cm(t) = 2drm(t), which
follows from Definition 3A.1(c) because (c, r) is a graded content system. □

We can now show that RΛ
n(K[x±]) is a (graded) K[x±]-cellular algebra.

Theorem 4C.3. Suppose that (c, r) is a graded content system for RΛ
n(k[x]). Then the

algebra RΛ
n(K[x±]) is a K[x±]-cellular algebra with cellular bases:

(a) {f◁
st | (s, t) ∈ Std2(Pℓ

n)} with weight poset (Pℓ
n,⊴) and degree function deg◁.

(b) {f▷
st | (s, t) ∈ Std2(Pℓ

n)} with weight poset (Pℓ
n,⊵) and degree function deg▷.

(c) {ψ◁
st | (s, t) ∈ Std2(Pℓ

n)} with weight poset (Pℓ
n,⊴) and degree function deg◁.

(d) {ψ▷
st | (s, t) ∈ Std2(Pℓ

n)} with weight poset (Pℓ
n,⊵) and degree function deg▷.

Proof. Let △ ∈ {◁, ▷}. By Corollary 4A.12, {f△st } is a K[x±]-basis of RΛ
n(K[x±]) and

by Proposition 4A.10 the f△-basis satisfies (C2). Recall that ∗ is unique anti-isomorphism
of RΛ

n(K[x±]) that fixes each of its generators. By construction, (ψ△st )∗ = ψ△ts and F ∗
s = Fs,

so (f△st )∗ = f△ts for (s, t) ∈ Std2(Pℓ
n). Hence, {f△st } is a K[x±]-cellular basis of RΛ

n(K[x±]).
Next, consider {ψ△st }. This is a basis of RΛ

n(K[x±]) by Proposition 4A.17, so (C1) is sat-
isfied. We have already seen that (ψ△st )∗ = ψ△ts , verifying (C3), so it remains to check (C2).
By Proposition 4A.17,

ψ△
st△

λ

≡ f△
st△

λ

+
∑
u△ s

ruf
△

ut△
λ

(
mod (RΛ

n)△λ
)

for some ru ∈ K[x±] and where (RΛ
n)△λ is the two-sided ideal of RΛ

n(K[x±]) spanned by
{f△uv} where Shape(u) = Shape(v) △ λ. By Proposition 4A.17, (RΛ

n)△λ is also spanned
by {ψ△uv}. Multiplying the last displayed equation on the left by a ∈ RΛ

n(K[x±]), and
using Proposition 4A.10 and Proposition 4A.17,

aψ△
st△

λ

≡ a

f△
st△

λ

+
∑
u△ s

auf
△

ut△
λ

 =
∑

x ∈ Std(λ)
bxf
△

xt△
λ

≡
∑

x ∈ Std(λ)
cxψ

△

xt△
λ

mod (RΛ
n)△λ,

for some homogeneous scalars au, bx, tx ∈ K[x±]. Multiplying on the right by ψ∗
d△t

shows
that ψ△st satisfies (C2). Hence, {ψ△st } is a K[x±]-cellular basis of RΛ

n(K[x±]).
It remains to show that each of these bases is a graded K[x±]-cellular basis of RΛ

n(K[x±])
when (c, r) is a graded content system. By Definition 4A.5, ψ△st is homogeneous, for
(s, t) ∈ Std2(Pℓ

n). By Definition 3C.1, Ft is homogeneous of degree 0, and f△st = Fsψ
△

stFt.
Hence, f△st is homogeneous and deg f△st = degψ△st . Therefore, it is enough to show that
deg f△st = deg△(s) + deg△(t). Further, since ∗ is homogeneous, deg f△st = deg f△ts . So,
using Lemma 4A.14,

deg f△st = 1
2 deg

(
f△st f

△

ts

)
= 1

2 deg
(
γ△t f

△

ss

)
= 1

2 deg
(
γ△s γ

△

t Fs
)

= deg(s) + deg(t),

as we wanted to show. This completes the proof. □
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Proving that RΛ
n(K[x±]) is a K[x±]-cellular algebra is nice but it does not directly help

us in constructing a cellular basis for the KLR algebras RΛ
n (k) and RΛ

n(k[x]). We prove
that RΛ

n(k[x]) is k[x]-cellular in the next subsection. As a prelude to doing this, for λ ∈ Pℓ
n

define S◁
λ(K[x±]) and S▷

λ(K[x±]) to be the graded cell modules for RΛ
n(K[x±])-determined by

the seminormal bases {f◁
st} and {f▷

st}, respectively. Let △ ∈ {◁, ▷}. By Proposition 4A.10,
S△λ (K[x±]) has basis {f△s } and there is an isomorphism

qdeg△ t△
λ S△λ

(
K[x±]

) ∼=
(

RΛ
n

(
K[x±]

)
f△

t△
λ

t△
λ

+ (RΛ
n)△λ

)/
(RΛ

n)△λ; f△s 7→ f△
st△

λ

+ (RΛ
n)△λ.

For s ∈ Std(λ), let ψ△s = ψd△s
f△

t△
λ

be the element of S△λ (K[x±]) that is sent to ψ△
st△

λ

+(RΛ
n)△λ

under this isomorphism. In view of Corollary 3C.10 and Proposition 4A.17, we have:

Lemma 4C.4. Let λ ∈ Pℓ
n. As K[x±]-modules,

S◁
λ

(
K[x±]

)
=

⊕
s ∈ Std(λ)

K[x±]ψ◁
s and S▷

λ

(
K[x±]

)
=

⊕
s ∈ Std(λ)

K[x±]ψ▷
s .

By Lemma 4A.7, if θ : S◁
λ(K[x±]) −→ S▷

λ(K[x±]) is an isomorphism then θ(f◁
s ) = af▷

s ,
for some a ∈ K[x±]. Comparing degrees, a is homogeneous of degree deg◁(s) − deg▷(s).
In particular, such an isomorphism and its inverse are defined over k[x] if and only if
deg◁(s) = deg▷(s) for all s ∈ Std(λ).

Let S◁
λ(k[x]) =

⊕
s k[x]ψ◁

s and S▷
λ(k[x]) =

⊕
s k[x]ψ▷

s , where in both sums s ∈ Std(λ).
By definition, S◁

λ(k[x]) and S▷
λ(k[x]) are free k[x]-modules and S△λ (K[x±]) ∼= K[x±] ⊗k[x]

S△λ (k[x]) by Lemma 4C.4. In fact, S◁
λ(k[x]) and S▷

λ(k[x]) are both RΛ
n(k[x])-modules.

Proposition 4C.5. Suppose that s ∈ Std(λ), for λ ∈ Pℓ
n. Then:

(a) If 1 ≤ k < n then ψkψ
◁
s ∈ S◁

λ(k[x]) and ψkψ
▷
s ∈ S▷

λ(k[x]).
(b) If 1 ≤ m ≤ n then ymψ

◁
s ∈ S◁

λ(k[x]) and ymψ
▷
s ∈ S▷

λ(k[x]).
(c) If σb1 . . . σbl

is a reduced expression for d△s then

ψ◁
s − ψb1 . . . ψbl

ψ◁
t◁
λ

∈
⊕
u ◁ s

k[x]ψ◁
u and ψ▷

s − ψb1 . . . ψbl
ψ▷

t▷
λ

∈
⊕
u ▷ s

k[x]ψ▷
u.

Proof. Let △ ∈ {◁, ▷}. To prove the proposition we argue by induction on the length
L(d△s ) of the permutation d△s . To start the induction, suppose that s = t△λ , so that
d△

t△
λ

= 1. Then (c) is vacuously true and,

ymψ
△

t△
λ

= ymf
△

t△
λ

= cm(s)f△
t△
λ

by Proposition 4A.10, so (b) holds. To prove (a), applying Proposition 4A.10 shows that

ψkψ
△

t△
λ

= ψkf
△

t△
λ

=
{
f△u = ψ△u if u = σkt△λ ∈ Std(λ),
0 if σkt△λ /∈ Std(λ).

Hence, the proposition is true when s = t△λ .
Now suppose that t△λ △ s. First, consider (c). Let d△s = σa1 . . . σal

be the preferred
reduced expression for d△s that we fixed after Lemma 4A.3. If σb1 . . . σbl

is a second reduced
expression for d△s then, by Matsumoto’s theorem (see, for example, [49, Theorem 1.8]),
we can convert the reduced expression σa1 . . . σal

into our preferred reduced expression
σb1 . . . σbl

using only the braid relations of Sn. The ψk satisfy the commuting braid
relations and by (KLR8) they satisfy the braid relations of length 3 plus or minus an
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“error term” of the form δikik+2Q
x
ikik+1ik+1

(yk, yk+1, yk+1)ψu, where u is smaller than d△s
in the Bruhat order and so, in particular, L(u) < L(d△s ). Hence, by induction, part (c)
holds for ψ△s .

Now consider ψkψ
△

s as in (a). If L(σkd
△

s ) < L(d△s ) then d△s has a reduced expression of
the form σkσa2 . . . σal

. Therefore, using (c), which we have already proved,

ψkψ
△

s = ψk

ψkψa2 . . . ψal
ψ△

t△
λ

+
∑
u△ s

ruψ
△

u

 , for some ru ∈ k[x],

= ψ2
kψa2 . . . ψal

ψ△
t△
λ

+
∑
u△ s

ruψkψ
△

u

= Q
x
rk+1(s),rk(s)(yk, yk+1)ψa2 . . . ψal

ψ△
t△
λ

+
∑
u△ s

ruψkψ
△

u .

By induction, all of these terms belong to S△λ (k[x]), showing that ψ△s satisfies (a).
Finally, consider ymψ

△

s . Let v ∈ Std(λ) be the unique standard tableau such that
s = σr1v. Then L(d△s ) = L(d△v ) + 1, so by part (c) and induction,

ψ△v = ψa2 . . . ψal
ψ△

t△
λ

+
∑
u△ v

ruψ
△

u ,

for some ru ∈ k[x] (these scalars are different from those in the last paragraph). Therefore,

ymψ
△

s = ymψr1

ψ△v −
∑
u△ v

ruψ
△

u

 .
Applying (KLR6) and induction now completes the proof of Proposition 4C.5. □

4D. Defect polynomials. The algebra RΛ
n(K[x±]) is a split semisimple graded algebra,

so it is naturally a symmetric algebra with symmetrising form given by taking the matrix
trace on the regular representation. This form does not restrict to give a trace on RΛ

n(k[x]),
so the aim of this subsection is to show how to use this trace form to give an “integral”
trace form” on RΛ

n(k[x]). In later subsections, these results will be used to understand the
duals of some RΛ

n(k[x])-modules.
We continue to assume that (c, r) is a graded content system for RΛ

n(k[x]) with values
in k[x]. The following innocuous lemma is the key to constructing our trace form and to
understanding the defect of the blocks of RΛ

n(k[x]).

Lemma 4D.1. Suppose that λ ∈ Pℓ
n. Then γ◁

s γ
▷
s = γ◁

t γ
▷
t for all s, t ∈ Std(λ).

Proof. It is enough to consider the case when s ▷ t = σks, for some 1 ≤ k < n. In this
case we have that γ▷

t = Qk(s)γ▷
s and γ◁

s = Qk(t)γ▷
t by Lemma 4A.15. By (3B.5) and the

symmetry of Rouquier’s Q-polynomials, Qk(s) = Qk(t). Hence,

γ◁
s γ

▷
s = Qk(t)

Qk(s) · γ◁
t γ

▷
t = γ◁

t γ
▷
t ,

as required. □

Definition 4D.2. Let λ ∈ Pℓ
n. The λ-defect polynomial is γ◁▷

λ = γ◁
t γ

▷
t , for any t ∈ Std(λ).

By Lemma 4D.1, the defect polynomial γ◁▷
λ depends only on λ, and not on the choice

of t ∈ Std(λ). We will show in Corollary 4D.7 that the degree of the defect polynomial
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is a block invariant. That is, if λ,µ ∈ Pℓ
α then deg γ◁▷

λ = deg γ◁▷
µ . To prove this, and to

explain why we call this the defect polynomial we need some more notation.
For i ∈ I and λ ∈ Pℓ

n let Addi(λ) and Remi(λ) be the sets of addable and remov-
able i-nodes of λ, respectively. Recall from subsection 2B that {di | i ∈ I} is the set of
symmetrisers of Γ.

Definition 4D.3. Let α ∈ Q+.
(a) For α ∈ Q+

n let Pℓ
α = {λ ∈ Pℓ

n |αλ = α}.
(b) The Λ-defect of α ∈ Q+

n is def(α) = (Λ|α) − 1
2(α|α).

(c) The λ-positive root is αλ =
∑

A∈λ αr(A) ∈ Q+
n .

(d) The Λ-defect of λ ∈ Pℓ
α is def(λ) = def(αλ).

(e) Motivated by (4A.4), given an addable or removable i-node A of λ define

d◁
A(λ) = di ×

(
#
{
B ∈ Addi(λ)

∣∣B < A
}

− #
{
B ∈ Remi(λ)

∣∣B < A
})
,

d▷
A(λ) = di ×

(
#
{
B ∈ Addi(λ)

∣∣B > A
}

− #
{
B ∈ Remi(λ)

∣∣B > A
})
,

di(λ) = di ×
(
# Addi(λ) − # Remi(λ)

)
.

By definition, def(α) ∈ Z. We show in Corollary 6E.21 that, in fact, def(α) ∈ N.
Generalising [13, Lemma 3.11], we give some standard facts about defect.

Lemma 4D.4. Let λ = µ +A, where A ∈ Addi(µ) for i ∈ I. Then αλ = αµ + αi and

di(λ) = di(µ) − 2di = d◁
A(λ) + d▷

A(λ) + di (4.32a)
di(λ) = (Λ − αλ|αi) (4.32b)

def(λ) = def(µ) + di(λ) + di = def(µ) + d◁
A(λ) + d▷

A(λ). (4.32c)

Proof. (4.32a) is just a rephrasing of Definition 4D.3(e).
To prove (4.32b) we argue by induction on n. If n = 0 then λ = 0ℓ, αλ = 0 and

(Λ|αi) = di(λ) is the number of addable i-nodes of 0ℓ. If n > 0 then

(Λ − αλ|αi) = (Λ − αµ|αi) − (αi|αi) = di(µ) − 2di = di(λ),

where the second equality follows by induction and the third equality from (a). This
proves (4.32b).

Now consider (4.32c). As λ has a removable i-node, αµ = αλ − αi ∈ Q+
n−1 and

def(λ) = def(αµ + αi) = (Λ|αµ) + (Λ|αi) − 1
2
(
(αµ|αµ) + 2(αµ|αi) + (αi|αi)

)
= def(µ) + (Λ − αµ|αi) − di, by induction,
= def(µ) + di(µ) − di, by (4.32b),
= def(µ) + di(λ) + di,

where the last equality follows by (4.32a). The second equality in (4.32c) follows by a
second application of (4.32a). □

Corollary 4D.6. Suppose that t ∈ Std(λ), for λ ∈ Pℓ
n. Then deg◁(t) + deg▷(t) = def(λ).

Proof. This follows by induction on n. If n = 0 then deg◁(t) = deg▷(t) = def(λ) = 0, so
the result holds. Suppose that n > 0 and let A = t−1(n). Set s = t↓(n−1), µ = Shape(s)
and i = rn(t) = r(A). Then,
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deg◁(t) + deg▷(t) = deg◁(s) + d◁
A(λ) + deg▷(s) + d▷

A(λ) by Lemma 4C.2,
= def(µ) + d◁

A(λ) + d▷
A(λ) by induction,

= def(λ),

with the last equality coming from Equation 4.32c. □

We can now explain the origin of the name defect polynomial. In view of Corollary 6E.21
below, this shows that γ◁▷

λ ∈ k[x], for λ ∈ Pℓ
n. It would be interesting to determine these

polynomials explicitly; compare [15].

Corollary 4D.7. Let λ ∈ Pℓ
n. Then γ◁▷

λ is a homogeneous polynomial of degree 2 def(λ).

Proof. If t ∈ Std(λ) then, by Definition 4C.1 and Corollary 4D.6, the defect polynomial
γ◁▷

λ is homogeneous of degree deg γ◁
t + deg γ▷

t = 2
(
deg◁(t) + deg▷(t)

)
= 2 def(λ). □

Although we do not need this, we note that the defect polynomial, or more cor-
rectly Lemma 4D.1, allows us to describe the transition matrix between the f◁-basis and
the f▷-basis, generalising Corollary 4A.13.

Proposition 4D.8. Let s, t ∈ Std(λ), for λ ∈ Pℓ
n. Then f◁

st = γ◁▷
λ

γ▷
s γ▷

t
f▷

st in RΛ
n(K[x±]).

Proof. By Lemma 4D.1, γ◁
s /γ

▷
t = γ◁

t /γ
▷
s , so the statement of the proposition is equivalent

to the equivalent claims that γ◁
s

γ▷
t
f▷

st = f◁
st = γ◁

t
γ▷

s
f▷

st. Since f△st = (f△ts )∗, it is enough to show
that

f◁
t◁
λ

t =
γ◁

t◁
λ

γ▷
t
f▷

t▷
λ

t

by Lemma 4A.14. We show this by arguing by induction on L(d◁
t ), the length of the

permutation d◁
t . When t = t◁

λ the result follows from Corollary 4A.13. If t ̸= t◁
λ then

we can write t = σkv with v ◁ t and L(d◁
v) = L(d◁

t ) − 1. Hence, by two applications
of Proposition 4A.10, and induction,

f◁
t◁
λ

t = f◁
t◁
λ

v

(
ψk −

δrk(v),rk+1(v)

ck+1(v) − ck(v)

)
=
γ◁

t◁
λ

γ▷
v
f▷

t◁
λ

v

(
ψk −

δrk(v),rk+1(v)

ck+1(v) − ck(v)

)
=
γ◁

t◁
λ

γ▷
v
f▷

t◁
λ

tQk(v).

This completes the proof of the inductive step, and the proposition, since γ▷
v = Qk(v)γ▷

t
by Lemma 4A.15. □

By the proposition, f◁
st = γ◁▷

λ
γ▷

s γ▷
t
f▷

st = γ◁
s

γ▷
t
f▷

st = γ◁
t

γ▷
s
f▷

st. In particular, the four terms in this
equation have the same degree, which is easily checked using Corollary 4D.6.

4E. A symmetrising form. This subsection uses the defect polynomials to define a
symmetrising form on the algebra RΛ

n(k[x]) =
⊕

α ∈ Q+
n

RΛ
α(k[x]), and hence shows that it is

a graded symmetric algebra. This symmetrising form specialises to give a non-degenerate
symmetrising form on the cyclotomic KLR algebra RΛ

n (k).
This subsection is partly inspired by [50], where similar results were obtained for the

Ariki-Koike algebras. The arguments given here are much shorter than those in [50],
which is surprising both because the results here are stronger and because we need to
prove everything from the ground up.
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Definition 4E.1. Let α ∈ Q+
n . For λ ∈ Pℓ

α let χλ be the character of the irreducible
RΛ

α(K[x±])-module Vλ(K[x±]). The α-trace form is the map τα : RΛ
α(K[x±])−→K[x±] given

by

τα =
∑

λ ∈ Pℓ
α

1
γ◁▷

λ

χλ.

By Corollary 4D.7, the trace form τα is homogeneous of degree −2 def(α) and takes
values in K[x±].

We use the characters of Vλ(K[x±]), for λ ∈ Pℓ
α, in this definition to emphasise that τα

does not depend on a choice of basis. Note that if λ ∈ Pℓ
n then S◁

λ(K[x±]) ∼= Sλ(K[x±]) ∼=
S▷

λ(K[x±]) by Corollary 3C.10.

Example 4E.2. Let s, t ∈ Std(λ), where λ ∈ Pℓ
α and α ∈ Q+

n . Using Lemma 4A.14,

τα(Ft) = 1
γ◁▷

λ

, τα (f◁
st) = δst

γ▷
t

and τα (f▷
st) = δst

γ◁
t
.

To study RΛ
n(k[x]), we use τα to define an “integral” bilinear form. If f(x) ∈ k[x±] is a

homogeneous polynomial let f0 ∈ k be the constant term of f(x).

Definition 4E.3. Let α ∈ Q+
n . Let ⟨ , ⟩α : RΛ

α(k[x]) × RΛ
α(k[x])−→k be the homogeneous

bilinear form on RΛ
α(k[x]) of degree −2 def(α) given by ⟨a, b⟩α = τα(ab)0.

We leave the proof of the following easy facts about τα and ⟨ , ⟩α to the reader.

Lemma 4E.4. Suppose that a, b ∈ RΛ
α(k[x]), for α ∈ Q+

n . Then
(a) Let a, b,∈ RΛ

α(k[x]). Then τα(ab) = τα(ba), τα(a) = τα(a∗), and ⟨a, b⟩α = ⟨b, a⟩α.
(b) If a, b, c ∈ RΛ

α(k[x]) then ⟨ab, c⟩α = ⟨a, bc⟩α.

We want to show that ⟨ , ⟩α is a homogeneous non-degenerate bilinear form on RΛ
α(k[x]).

The next results pave the way to proving this. The first result is similar in spirit to [24,
Lemma 4.11].

Lemma 4E.5. Suppose that λ ∈ Pℓ
n. Then there exist rt, st ∈ K[x±] such that

ψ◁
t◁
λ

t◁
λ

= f◁
t◁
λ

t◁
λ

+
∑
t ◁ t◁

λ

rtf
◁
tt and ψ▷

t▷
λ

t▷
λ

= f▷
t▷
λ

t▷
λ

+
∑
t ▷ t▷

λ

stf
▷
tt.

Proof. Let △ ∈ {◁, ▷}. By definition and Corollary 3E.10,

ψ△
t△
λ

t△
λ

= y△λ 1i△
λ

= y△λ
∑

t ∈ Std(i△
λ )

1
γ△t

Ft =
∑

t ∈ Std(i△
λ )

1
γ△t

∏
A ∈ Add△(t△

λ )

(
cm(t) − c(A)

)
Ft

Suppose that t ∈ Std(i△λ ) and that t △/ t△λ . Let 1 ≤ k < n be minimal such that t↓k△ t△λ,↓k

and t↓(k+1) △/ t△λ,↓(k+1). Let A = t−1(k + 1) and B = (t△λ )−1(k + 1). Abusing notation
slightly, B △A, so A ∈ Add△k (t△λ ). That is, A ∈ Add△(t△λ ) appears in the product above,
contributing the factor ck+1(t) − c(A) = 0. Hence, f△tt = 1

γ△t
Ft appears in ψ△

t△
λ

t△
λ

only if

t△ t△λ , where dominance holds because r(t) = i△λ . □

The next result strengthens Proposition 4A.17. Recall from subsection 4A that (s, t) ⊴
(u, v) if s ⊴ u and t ⊴ v.
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Lemma 4E.6. Let s, t ∈ Std(λ), for λ ∈ Pℓ
n. Then

ψ◁
st = f◁

st +
∑

(u,v) ∈ Std2(Pℓ
n)

(u,v)◁(s,t)

auvf
◁
uv ψ▷

st = f▷
st +

∑
(u,v) ∈ Std2(Pℓ

n)
(u,v)▷(s,t)

buvf
▷
uv

f◁
st = ψ◁

st +
∑

(u,v) ∈ Std2(Pℓ
n)

(u,v)◁(s,t)

cuvψ
◁
uv f▷

st = f▷
st +

∑
(u,v) ∈ Std2(Pℓ

n)
(u,v)▷(s,t)

duvψ
▷
uv,

for some scalars auv, buv, cuv, duv ∈ K[x±].

Proof. Let △ ∈ {◁, ▷}. We argue by induction on the dominance order △ on Pℓ
n. Let λ be

maximal with respect to △. Then λ = (0| . . . |0|1n) if △ = ◁ and λ = (n|0| . . . |0) if △ = ▷.
In this case, f△

t△
λ

t△
λ

= ψ△
t△
λ

t△
λ

, so the result holds.

Now suppose that λ is not maximal. By Lemma 4E.5 the proposition holds for f△
t△
λ

t△
λ

so,

by induction, the result holds for ψ△
t△
λ

t△
λ

. Now suppose that (t△λ , t
△

λ )△(s, t), for s, t ∈ Std(λ).

We can assume that s ̸= t△λ by applying ∗, if necessary. Pick k such that y = σks △ s.
By Proposition 4C.5(c) and induction,

ψ△st = ψkψ
△

yt = ψk

f△yt +
∑

(u,v)△(y,t)
ruvf

△

uv

 = f△st +
∑

(u,v)△(y,t)
ruvψkf

△

uv,

for some ruv ∈ K[x±]. Consider a term ψkf
△

uv on the right-hand side and let w = σku. If
L(d△w ) = L(d△u ) + 1 then d△w is a subexpression of d△s since u△ y and L(d△s ) = L(d△y ) + 1,
so w△ s. If L(d△w ) = L(d△u ) + 1 then w△ u△ y△ s. Therefore, ψ△st can be written in the
required form by Proposition 4A.10. Inverting this equation, f△st can also be written in the
required form. This completes the proof of the inductive step and hence the lemma. □

Corollary 4E.7. Let (s, t), (u, v) ∈ Std2(Pℓ
n). Then ψ◁

stψ
▷
uv ̸= 0 only if t ⊵ u, and

ψ▷
uvψ

◁
st ̸= 0 only if s ⊵ v. Moreover, ψ◁

stψ
▷
ts = f◁

stf
▷
ts and ψ▷

tsψ
◁
st = f▷

tsf
◁
st are homogeneous of

degree 2 def(λ).

Proof. Consider the first statement. Using Lemma 4E.6,

ψ◁
stψ

▷
uv =

f◁
st +

∑
(w,x) ∈ Std2(Pℓ

n)
(w,x) ◁ (s,t)

awxf
◁
wx


f▷

uv +
∑

(y,z) ∈ Std2(Pℓ
n)

(y,z) ▷ (u,v)

byzf
▷
yz


=

∑
(w,x) ∈ Std2(Pℓ

n)
(w,x)⊴ (s,t)

∑
(y,z) ∈ Std2(Pℓ

n)
(y,z)⊵ (u,v)

awxbyzf
◁
wxf

▷
yz,

where we set ast = 1 = buv. Therefore, ψ◁
stψ

▷
uv ̸= 0 only if f◁

wxf
▷
yz ̸= 0 for some (w, x), (y, z) ∈

Std2(Pℓ
n) with w ⊴ s, x ⊴ t, y ⊵ u and z ⊵ v. By Lemma 4A.7, f◁

wxf
▷
yz ̸= 0 only if

x = y, so this forces t ⊵ x = y ⊵ u, as required. Since ψ▷
tsψ

◁
st = (ψ◁

stψ
▷
ts)∗, this implies

that if ψ◁
tsψ

▷
vu ̸= 0 then s ⊵ v. When u = t and v = s the last displayed equation

shows that ψ◁
stψ

▷
ts = f◁

stf
▷
ts. By definition, ψ◁

stψ
▷
ts is a homogeneous element of RΛ

n(k[x]) of
degree 2 def(λ). Similarly, ψ▷

tsψ
◁
st = f▷

tsf
◁
st is homogeneous of defect 2 def(λ). □

Definition 4E.8. For λ ∈ Pℓ
n set z◁

λ = ψ◁
t◁
λ

t◁
λ
ψ▷

t◁
λ

t◁
λ

and z▷
λ = ψ▷

t▷
λ

t▷
λ
ψ◁

t▷
λ

t▷
λ
.
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By Lemma 4A.3 we can also write z◁
λ = ψ◁

t◁
λ

t▷
λ
ψ▷

t▷
λ

t◁
λ

and z▷
λ = ψ▷

t▷
λ

t◁
λ
ψ◁

t◁
λ

t▷
λ
. We will not

need this, but it is not difficult to show that z◁
λ = ψ◁

t◁
λ

sψ
▷
st◁

λ
and z▷

λ = ψ▷
t▷
λ

sψ
◁
st▷

λ
, for any

s ∈ Std(λ).
In the classical representation theory of the symmetric groups, elements very similar

to z◁
λ and z▷

λ are often used as distinguished generators for the semisimple Specht mod-
ules. The extra structure provided by the grading shows that these elements are “almost”
canonical.

Proposition 4E.9. Let λ ∈ Pℓ
α, for α ∈ Q+. Then z◁

λ = γ◁▷
λ Ft◁

λ
and z▷

λ = γ◁▷
λ Ft▷

λ
.

Consequently, 1
γ◁▷

λ
z◁

λ and 1
γ◁▷

λ
z▷

λ are (nonzero) primitive idempotents in RΛ
n(K[x±]) and

τα(z◁
λ)0 = 1 = τα(z▷

λ)0.

Proof. We give the proof only for z◁
λ, with the result for z▷

λ following by symmetry. Since
z◁

λ = Ft◁
λ
z◁

λFt◁
λ

by Lemma 4A.7, it follows that z◁
λ is a scalar multiple of Ft◁

λ
= 1

γ◁
t◁
λ

f◁
t◁
λ

t◁
λ

by Corollary 4A.13. Then, there exist scalars awx, byz ∈ K[x±] such that

(z◁
λ)2 = ψ◁

t◁
λ

t◁
λ
ψ▷

t◁
λ

t◁
λ
ψ◁

t◁
λ

t◁
λ
ψ▷

t◁
λ

t◁
λ

by Definition 4A.5,

= ψ◁
t◁
λ

t◁
λ

f▷
t◁
λ

t◁
λ

+
∑

(x,w)▷(t◁
λ,t◁

λ)
awxf

▷
wx


f◁

t◁
λ

t◁
λ

+
∑

(y,z)◁(t◁
λ,t◁

λ)
byzf

◁
yz

ψ▷
t◁
λ

t◁
λ
, by Lemma 4E.6,

= ψ◁
t◁
λ

t◁
λ
f▷

t◁
λ

t◁
λ
f◁

t◁
λ

t◁
λ
ψ▷

t◁
λ

t◁
λ
, by Lemma 4A.7,

= ψ◁
t◁
λ

t◁
λ

· γ▷
t◁
λ
Ft◁

λ
· γ◁

t◁
λ
Ft◁

λ
· ψ▷

t◁
λ

t◁
λ
, by Corollary 4A.13,

= γ◁▷
λ z

◁
λ, by Lemma 4A.7.

Hence, 1
γ◁▷

λ
z◁

λ = Ft◁
λ

is a primitive idempotent in RΛ
n(K[x±]). Finally, τα(z◁

λ)0 = 1 by Ex-
ample 4E.2. □

Although we do not need this, it is not hard to show that ψ◁
t◁
λ

t◁
λ
RΛ

n (k[x])ψ▷
t◁
λ

t◁
λ

= k[x]z◁
λ is

a free k[x]-module of rank 1, giving another way to prove that Sλ(K[x±]) is an irreducible
RΛ

n(K[x±])-module.
We have reached the main results of this subsection.

Theorem 4E.10. Suppose that (s, t), (u, v) ∈ Std2(Pℓ
α), for α ∈ Q+

n . Then

⟨ψ◁
st, ψ

▷
uv⟩α =

{
1 if (s, t) = (v, u),
0 if (s, t) ⋭ (v, u).

Proof. By definition and Lemma 4E.4, ⟨ψ◁
st, ψ

▷
uv⟩α = τα(ψ◁

stψ
▷
uv) = τα(ψ▷

uvψ
◁
st). Hence,

⟨ψ◁
st, ψ

▷
uv⟩α = 0 unless t ⊵ u and s ⊵ v by Corollary 4E.7. Now suppose that u = t and

v = s and consider the inner product ⟨ψ◁
st, ψ

▷
st⟩α = τα(ψ◁

stψ
▷
st). Using Lemma 4E.4,

⟨ψ◁
st, ψ

▷
ts⟩α = τα (ψ◁

stψ
▷
ts)0 = τα

(
ψd◁

s
ψ◁

t◁
λ

tψd▷
t ψ

▷
t▷
λ

s

)
0

= τα

(
ψ◁

t◁
λ

t◁
λ
ψ◁

t▷
λ

sψd◁
s

)
0

= τα

(
ψ◁

t◁
λ

t◁
λ
ψ▷

t◁
λ

t◁
λ

)
0
, by two applications of Lemma 4A.3,

= τα (z◁
λ)0 = γ◁▷

λ τα

(
Ft◁

λ

)
0
, by Proposition 4E.9,

= 1,
where the last equality follows from Example 4E.2. □
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4F. Cellular bases for RΛ
n(k[x]). We can now prove that RΛ

n(k[x]) is a k[x]-cellular
algebra. In particular, this proves a stronger form of Theorem A, our first main result
from the introduction.

Theorem 4F.1. Suppose that (c, r) is a graded content system with values in k[x]. Then
RΛ

n(k[x]) is a graded k[x]-cellular algebra with k[x]-cellular bases:
(a) {ψ◁

st | (s, t) ∈ Std2(Pℓ
n)} with weight poset (Pℓ

n,⊴) and degree function deg◁.
(b) {ψ▷

st | (s, t) ∈ Std2(Pℓ
n)} with weight poset (Pℓ

n,⊵) and degree function deg▷.

Proof. By Proposition 2C.6, RΛ
n(k[x]) is free as a k[x]-module, so RΛ

n(k[x]) naturally embeds
into the K[x±]-algebra RΛ

n(K[x±]) ∼= K[x±] ⊗k[x] RΛ
n(k[x]). In particular, the k[x]-rank of

RΛ
n(k[x]) is equal to the K[x±]-rank of RΛ

n(K[x±]).
We only show that {ψ◁

st} is a k[x]-cellular basis of RΛ
n(k[x]), as the k[x]-cellularity of

{ψ▷
st} follows by symmetry. Since RΛ

n(k[x]) =
⊕

α ∈ Q+
n

RΛ
α(k[x]), it is enough to show that

{ψ◁
st | (s, t) ∈ Std2(Pℓ

α)} is a k[x]-cellular basis of RΛ
α(k[x]), for α ∈ Q+

n . By Theorem 4C.3,
{ψ◁

st | (s, t) ∈ Pℓ
α} is a K[x±]-cellular basis of RΛ

α(K[x±]). Therefore, to prove the theorem
it is enough to show that {ψ◁

st(s, t) ∈ Pℓ
α} spans RΛ

α(k[x]) and that the structure constants
for this basis belong to k[x].

Let (s, t) ∈ Std2(Pℓ
α). Using Theorem 4E.10 and Gaussian elimination to argue by

induction on dominance, there exist homogeneous elements η▷
uv ∈ RΛ

α(k[x]) such that
⟨ψ◁

st, η
▷
uv⟩α = δ(s,t)(v,u) and η▷

uv = ψ▷
uv +

∑
(x,y) ▷ (u,v) e

▷
xyψ

▷
xy, for homogeneous scalars e▷

xy ∈
k[x]. Therefore, if h ∈ RΛ

α(k[x]) then

h =
∑

(u,v) ∈ Std2(Pℓ
α)

⟨h, η▷
uv⟩α ψ

◁
uv.

In particular, the set {ψ◁
st | (s, t) ∈ Std2(Pℓ

α)} spans RΛ
α(k[x]) as a k[x]-module. Hence,

{ψ◁
st} is a basis of RΛ

α(k[x]) by Theorem 4C.3. Moreover, if h ∈ RΛ
n(k[x]) then hψ◁

st
∈ RΛ

n(k[x]), so ⟨hψ◁
st, η

▷
uv⟩α ∈ k[x], for (u, v) ∈] Std2(Pℓ

α). Therefore,

hψ◁
st =

∑
(s,t) ∈ Std2(Pℓ

α)
⟨hψ◁

st, η
▷
uv⟩α ψ

◁
uv.

showing that the structure constants of {ψ◁
st | (s, t) ∈ Pℓ

α} belong to k[x].
Hence, {ψ◁

st | (s, t) ∈ Pℓ
α} is a k[x]-cellular basis of RΛ

α(k[x]) by Theorem 4C.3. □

The strategy used to prove Theorem 4F.1 is quite general. For example, an easy modi-
fications this argument gives a streamlined proof of the fact that the Murphy basis of [19,
Theorem 3.26] is a cellular basis of the cyclotomic Hecke algebras of type A [19, Theo-
rem 3.26].

Remark 4F.2. In type A(1)
e−1, even in the ungraded world, pairs of dual bases for the

algebras RΛ
n(k[x]) are not known. It seems hard to explicitly describe the basis {η▷

st} that
is dual to {ψ◁

st}. Similarly, it is hard to describe the basis {η◁
st} that is dual to {ψ▷

st}. On
the other hand, using Theorem 4F.1, it is straightforward to check that {η▷

st} and {η◁
st}

are k[x]-cellular bases of RΛ
n(k[x]).

As noted in Example 3A.2, content systems (c, r) do not always exist in positive charac-
teristic. Nonetheless, by base-change, Theorem 4F.1 gives cellular bases over other rings.
Indeed, since Example 3A.2 gives content systems with values in Z[x] for quivers of types
A

(1)
e−1 and C

(1)
e−1, we obtain cellular bases over k[x] for arbitrary rings k.
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Corollary 4F.3. Suppose that (c, r) is a graded content system with values in k[x] and
let K be commutative domain with 1 that is a k[x]-algebra. Then RΛ

n(K) is a graded
K-cellular algebra with cellular bases:

(a) {ψ◁
st | (s, t) ∈ Std2(Pℓ

n)} with weight poset (Pℓ
n,⊴) and degree function deg◁.

(b) {ψ▷
st | (s, t) ∈ Std2(Pℓ

n)} with weight poset (Pℓ
n,⊵) and degree function deg▷.

Proof. This is immediate from Theorem 4F.1 since RΛ
n(K) ∼= K ⊗k[x] RΛ

n(k[x]). □

Essentially as an important special case, this implies that the (standard) cyclotomic
KLR algebras RΛ

n (K) of type A(1)
e−1 or C(1)

e−1 are cellular over any ring K.

Corollary 4F.4. Let K be commutative domain with 1 and suppose that RΛ
n (K) is a

cyclotomic KLR algebra of type A(1)
e−1, A∞, C(1)

e−1 or C∞. Then RΛ
n (K) is a graded cellular

algebra with cellular bases:
(a) {ψ◁

st | (s, t) ∈ Std2(Pℓ
n)} with weight poset (Pℓ

n,⊴) and degree function deg◁.
(b) {ψ▷

st | (s, t) ∈ Std2(Pℓ
n)} with weight poset (Pℓ

n,⊵) and degree function deg▷.

Proof. For quivers of type A(1)
e−1 of C(1)

e−1, by Lemma 3A.3 there exist graded content system
(c, r) with values in Z[x] for a deformed cyclotomic KLR algebra RΛ

n(|Z[x]). Therefore,
RΛ

n (K) ∼= K ⊗Z[x] RΛ
n(Z[x]) as K-algebras, where K is considered as a Z[x]-algebra by

letting x act as multiplication by 0, so the result follows by Theorem 4F.1. For quivers
of type A∞ of C∞, by taking e sufficiently large, this implies that the cyclotomic KLR
algebras of type A∞ and C∞ are cellular; compare with [26, Corollary 2.10]. □

Remark 4F.5. For the cyclotomic KLR algebras of type A(1)
e−1 Corollary 4F.4 recovers,

with considerably less effort, the main theorem of Li [45], which generalises [24] to give an
integral basis of RΛ

n (Z). The papers [9, 56] use Websters’ diagrammatic KLRW algebras to
construct different cellular bases for the cyclotomic KLR algebras of types A(1)

e−1 and C(1)
e−1,

which depend on a choice of “loading”. In type A(1)
e−1, Bowman [9, Proposition 7.3] has

shown that the transition matrix between the ψ▷-basis of RΛ
n (k) and the “asymptotic

Webster diagram basis” is unitriangular. In type C(1)
e−1, we do not know the relationship

between the cellular bases considered in this paper and those in [56], although it seems
likely that Bowman’s arguments generalise to show that the transition matrices between
these bases is unitriangular in the “asymptotic case”.
Remark 4F.6. The cellular bases in Theorem 4F.1 give graded Specht modules for the
cyclotomic KLR algebras RΛ

n (k). In type A(1)
e−1 this recovers the results of [13, 24]. Ariki,

Park and Speyer [8] have given a conjectural construction of graded Specht modules in
type C(1)

e−1 using analogues of the homogeneous Garnir relations from [40], and they have
proved these conjectures in type C∞. As shown in [55], it is easy to prove the conjectures
of [8] using Theorem 4F.1.

It is very difficult to do calculations with the cyclotomic KLR algebras RΛ
n . In contrast,

it is very easy to calculate with the ψ-bases of RΛ
n(k[x]) because the transition matrices

to the corresponding seminormal bases are unitriangular by Proposition 4A.17 and the
action of RΛ

n(k[x]) on the seminormal bases is completely described by Proposition 4A.10.
The rest of this paper can be viewed as theoretical applications of this observation. In a
different direction, this observation is used in [17, 54] to implement the cyclotomic KLR
algebras of types A(1)

e−1 and C
(1)
e−1 in SageMath [66].
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An R-algebra A is a graded symmetric algebra algebra if there is a non-degenerate ho-
mogeneous bilinear form ⟨ , ⟩ : A × A−→R of degree d such that ⟨ab, c⟩ = ⟨a, bc⟩, for all
a, b, c ∈ A; compare [18, Definition 66.1]. Hence, combining Theorem 4E.10 and Theo-
rem 4F.1 yields:

Corollary 4F.7. Let α ∈ Q+
n . Then RΛ

α(k[x]) is a graded symmetric algebra with homo-
geneous trace form of degree −2 def(α).

The bilinear form ⟨ , ⟩α is defined over k. So, in view of Lemma 3A.3, we obtain the
corresponding results for the cyclotomic KLR algebras RΛ

n (Z).

Corollary 4F.8. Let α ∈ Q+
n . Then RΛ

α (Z) is a graded symmetric algebra with homo-
geneous trace form of degree −2 def(α). In particular, the cyclotomic Hecke algebras of
type A(1)

e−1 and C
(1)
e−1 are graded symmetric algebras over any ring.

For the cyclotomic KLR algebras of type A(1)
e−1, Corollary 4F.8 was first proved as [24,

Corollary 6.18]. Later, Kashiwara [35] and Webster [69, Remark 3.19] used categorical
and diagrammatic arguments, respectively, to show that cyclotomic KLR algebras of sym-
metrisable type are graded symmetric algebras.

As our first application of the trace form on RΛ
n(k[x]) we show that the graded Specht

modules S◁
λ(k[x]) and S▷

λ(k[x]) are dual to each other, up to shift.

Proposition 4F.9. Suppose that K is a k[x]-module and let λ ∈ Pℓ
α, for α ∈ Q+

n . Then
S◁

λ(K) ∼= qdef(λ)S▷
λ(K)⊛ and S▷

λ(K) ∼= qdef(λ)S◁
λ(K)⊛

as RΛ
n(k[x])-modules.

Proof. The two isomorphisms are equivalent so we prove only the first one. For s ∈ Std(λ)
let θs ∈ qdef(λ)S▷

λ(K)⊛ be the unique K-linear map such that

θs(ψ▷
t ) =

〈
ψ◁

t◁
λ

s, ψ
▷
tt◁

λ

〉
α
, for t ∈ Std(λ).

Define a homomorphism Θ: S◁
λ(K)−→S▷

λ(K)⊛ by Θ(ψ◁
s ) = θs, for s ∈ Std(λ). By Corol-

lary 4D.6, deg◁(t◁
λ) + deg▷(t▷

λ) = def(λ), so Θ is a homogeneous map of degree zero into
qdef(λ)(S▷

λ(K)
)⊛. In view of Lemma 4E.4, Θ is an RΛ

n(K)-module homomorphism and,
by Theorem 4E.10, it is an isomorphism of K-modules. □

In particular, the specialisation of x to 0, which corresponds to taking K = k, shows
that

S◁
λ(k) ∼= qdef(λ)S▷

λ(k)⊛ and S▷
λ(k) ∼= qdef(λ)S◁

λ(k)⊛

as RΛ
n (k)-modules. In view of Lemma 3A.3, and base change, k can be an arbitrary ring.

In type A(1)
e−1, this recovers [24, Proposition 6.19].

As the last result in this subsection, we note that combining Lemma 4E.6 and Theo-
rem 4F.1 gives the following useful strengthening of Proposition 4C.5(b).

Corollary 4F.10. Suppose that 1 ≤ m ≤ n and s, t ∈ Std(λ), for λ ∈ Pℓ
n. Then

ymψ
◁
st = cm(s)ψ◁

st +
∑

(u,v) ◁ (s,t)
cuvψ

◁
uv and ymψ

▷
st = cm(s)ψ▷

st +
∑

(u,v) ▷ (s,t)
duvψ

▷
uv

for some cuv, duv ∈ k[x] such that
• cuv ̸= 0 only if r(u) = r(s), r(v) = r(t) and either µ ◁ λ, or µ = λ, v = t and u ◁ s,
• duv ̸= 0 only if r(u) = r(s), r(v) = r(t) and either µ ▷ λ, or µ = λ, v = t and u ▷ s.
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Notice, in particular, that the coefficients of the leading term ψ△st are zero in the standard
KLR algebras RΛ

n (k) since cm(s) is a polynomial in k[x] with zero constant term by the
degree requirements of Definition 3A.1. Hence, it follows that y| Std(i)|

r 1i = 0 in RΛ
n(k)

∼= RΛ
n (k), generalising [26, Corollary 4.31].

5. Graded Specht and simple modules

This section uses the cellular bases of Theorem 4F.1 to construct complete sets of
graded simple modules for RΛ

n(K[x]). We prove some identities relating the decomposition
matrices associated to the different bases and over different fields. Some of these results
will be instrumental in the next section when we show than the algebra

⊕
n ≥ 0 RΛ

n(K[x])
categorifies the integral highest weight module L(Λ) of the corresponding Kac–Moody
algebra.

In this section we slightly weaken the assumptions of the last two sections and assume
that (Γ,Qx

I ,W
x
I ) is a k[x]-deformation of a standard cyclotomic KLR datum (Γ,QI ,WI)

and (c, r) is a (graded) content system with values in k[x]. Assume that K is a field that
is a k-algebra, so that RΛ

n(K[x]) is a graded K[x]-cellular algebra by Corollary 4F.3. As
explained below, the results in this section apply to the standard cyclotomic KLR algebras
of type A(1)

e−1, A∞, C(1)
e−1 and C∞ since the graded irreducible RΛ

n(K[x])-modules and the
graded irreducible RΛ

n (K)-modules coincide.

5A. Irreducible modules. This subsection describes the irreducible graded RΛ
n -modules,

both as subquotients and as submodules of RΛ
n . Recall that K is a field that is a k-algebra.

Let L be a k[x]-module. Fix λ ∈ Pℓ
n. Via (4B.3), the k[x]-cellular algebra framework

equips the Specht modules S◁
λ(L) and S▷

λ(L) with homogeneous symmetric associative
bilinear forms that are characterised by

⟨ψ◁
s , ψ

◁
t ⟩◁

λ ψ
◁
u = ψ◁

usψ
◁
t and ⟨ψ▷

s , ψ
▷
t ⟩▷

λ ψ
▷
u = ψ▷

usψ
▷
t , (5A.1)

for s, tu ∈ Std(λ). The radicals of the graded Specht modules are the submodules:

radS◁
λ(L) = {a ∈ S◁

λ(L) | ⟨a, b⟩◁
λ = 0 for all b ∈ S◁

λ(L)}
radS▷

λ(L) = {a ∈ S◁
λ(L) | ⟨a, b⟩▷

λ = 0 for all b ∈ S▷
λ(L)} .

Note that these definitions make sense for any (graded) k[x]-module L.

Definition 5A.2. Let µ ∈ Pℓ
α, for α ∈ Q+

n . Let L be a k[x]-module and define

D◁
µ(L) = S◁

µ(L)/ radS◁
µ(L) and D▷

ν(L) = S▷
µ(L)/ radS▷

µ(L)

If K = K[x] then D◁
µ(K) and D▷

ν(K) are RΛ
n(K[x])-modules. Set

K◁
α =

{
µ ∈ Pℓ

α

∣∣∣D◁
µ(K) ̸= 0

}
and K▷

α =
{

µ ∈ Pℓ
α

∣∣∣D▷
ν(K) ̸= 0

}
.

Let K◁
n =

⋃
α ∈ Q+

n
K◁

α and K▷
n =

⋃
α ∈ Q+

n
K▷

α.

When the choice of L is clear (usually, L = K), then we write D◁
µ and D▷

ν .
As K-vector spaces, with respect to the x-grading, D◁

µ(K) is the degree zero component
of D◁

µ(K[x]) and D▷
ν(K) is the degree zero component of D▷

ν(K[x]). The modules D◁
µ(K[x])

and D▷
ν(K[x]) are free K[x]-modules, and so infinite dimensional K-vector spaces if x ̸= ∅,

whereas D◁
µ(K) and D▷

ν(K) are finite dimensional K-vector spaces upon which each x ∈ x
acts as multiplication by 0.
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Even though our notation does not reflect this, the sets K◁
n and K▷

n depend on ρ and, a
priori, on the field K. In typeA(1)

e−1 the sets K◁
n and K▷

n have already been determined [2, 11].
In Theorem 6F.14 below we give a uniform characterisation of K◁

n and K▷
n in types A(1)

e−1
and C

(1)
e−1. In particular, this result shows that the sets K◁

n and K▷
n do not depend on the

choice of field K.
Combining Theorem 4C.3 and Theorem 4B.6 we obtain:

Theorem 5A.3. Let △ ∈ {◁, ▷} and suppose that K = K[x]. Then
{
qzD△µ (K)

∣∣µ ∈
K△n and z ∈ Z

}
is a complete set of pairwise non-isomorphic irreducible graded RΛ

n(K[x])-
modules. Moreover, D△µ (K) is a graded self-dual RΛ

n(K[x])-module, for µ ∈ K△n .

By Corollary 4F.4 and Example 4B.7, the set of isomorphism classes of irreducible
graded RΛ

n (K)-module coincides with the set of isomorphism classes of irreducible RΛ
n(K[x])-

modules. The point is that if L is a K[x]-module and some x ∈ x does not act on L as
multiplication by zero then D△µ (L) is not irreducible.

We next show how to realise the graded simple modules of RΛ
n(K[x]) as submodules of

RΛ
n(K[x]), up to shift. To do this we first need a similar description of the Specht modules,

for which we use the elements z◁
λ and z▷

λ from Definition 4E.8. Extending the definition
of z△λ , for s ∈ Std(λ) set

z◁
s = ψd◁

s z
◁
λ = ψ◁

st◁
λ
ψ▷

t◁
λ

t◁
λ

and z▷
s = ψd▷

s z
▷
λ = ψ▷

st▷
λ
ψ◁

t▷
λ

t▷
λ
.

Lemma 5A.4. Let λ ∈ Pℓ
n. Then there are RΛ

n(k[x])-module isomorphisms

RΛ
n(k[x])z◁

λ
∼= qdef(λ)+deg▷ t◁

λS◁
λ and RΛ

n(k[x])z▷
λ

∼= qdef(λ)+deg◁ t▷
λS▷

λ.

Moreover, these modules have bases {z◁
λ | s ∈ Std(λ)} and {z▷

λ | s ∈ Std(λ)}, respectively.

Proof. Let {△,▽} = {◁, ▷}. By Corollary 4E.7, there is a well-defined, homogeneous,
RΛ

n(k[x])-module homomorphism π△λ : qdef(λ)+deg△ t△
λ S△λ −→RΛ

n(k[x])z△λ given by

π△λ

(
ψ△

st△
λ

+ (RΛ
n)△λ

)
= ψ△

st△
λ

ψ▽
t△
λ

t△
λ

= z△s , for s ∈ Std(λ).

By Theorem 4C.3, π△λ is homogeneous of degree zero. The set {z△s | s ∈ Std(λ)} is a basis
for the image of π△ since multiplying by the idempotents Ft, for t ∈ Std(λ), shows that
these elements are linearly independent. Hence, RΛ

n(k[x])z△λ = im π△ in view of Proposi-
tion 4E.9. The result follows. □

By Definition 4E.8, ψ▷
t▷
λ

t◁
λ
z◁

λ = z▷
λψ

▷
t◁
λ

t▷
λ

and ψ◁
t◁
λ

t▷
λ
z▷

λ = z◁
λψ

▷
t◁
λ

t▷
λ
, for λ ∈ Pℓ

n. Apply-
ing Lemma 4A.3,

ψ◁
t◁
λ

t▷
λ
z▷

λ = ψ◁
t◁
λ

t▷
λ

· ψ▷
t▷
λ

t▷
λ
ψ◁

t▷
λ

t▷
λ

= ψ◁
t◁
λ

t◁
λ
ψ▷

t◁
λ

t◁
λ

· ψ◁
t◁
λ

t▷
λ

= z◁
λψ

◁
t◁
λ

t▷
λ

(5A.5)

and, similarly, ψ▷
t▷
λ

t◁
λ
z◁

λ = z▷
λψ

▷
t▷
λ

t◁
λ
. The next result, which has its origins in the work of

James [29, §11], shows that these elements generate the simple RΛ
n(k[x])-modules.

Theorem 5A.6. Suppose µ ∈ K◁
α and ν ∈ K▷

α, for α ∈ Q+. As RΛ
n(K[x])-modules,

q2 def(µ)+deg◁ t▷
λD◁

µ(K) ∼= RΛ
n(K)z◁

µψ
◁
t◁
µt▷

µ
and q2 def(ν)+deg▷ t◁

λD▷
ν(K) ∼= RΛ

n(K)z▷
νψ

▷
t▷
ν t◁

ν

In particular, D◁
µ(K) ̸= 0 if and only if z◁

µψ
◁
t◁
µt▷

µ
̸= 0 and D▷

ν(K) ̸= 0 if and only if z▷
νψ

▷
t▷
ν t◁

ν

̸= 0 in RΛ
n(K[x]).
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Proof. We prove only the first isomorphism as the second isomorphism follows by symme-
try. We first prove some related results over k[x]. As in the proof of Proposition 4F.9, de-
fine θt ∈ S◁

µ(k[x])⊛ by θt(ψ◁
u) = τα(ψ▷

ut◁
µ
ψ◁

t◁
µt), for t, u ∈ Std(µ). Using (5A.5), Lemma 5A.4

and Proposition 4F.9, there are homogeneous RΛ
n(k[x])-module homomorphisms (the reader

is welcome to determine the degrees of these maps),

S◁
µ(k[x]) f−−→ RΛ

n(k[x])z◁
µ

g−−→ RΛ
n(k[x])z▷

µ
h−−→ S◁

µ(k[x])⊛,

given by f(ψ◁
s ) = z◁

s = ψd◁
s z

◁
µ, g(a) = aψ◁

t◁
µt▷

µ
and h(z▷

t ) = θt, for tableaux s, t ∈ Std(µ)
and a ∈ RΛ

n(k[x])). By Lemma 5A.4 and the proof of Proposition 4F.9, f and h are
isomorphisms. Let θ = h ◦ g ◦ f be the composition of these three maps. To determine θ,
for s ∈ Std(µ) write

z◁
s = ψ◁

st◁
µ
ψ▷

t◁
µt◁

µ
=

∑
(u,v) ∈ Std2(Pℓ

n)

auvψ
▷
uv, for auv ∈ L.

By (C2) and Theorem 4F.1, auv ̸= 0 only if Shape(v) ⊴ µ, with equality only if v = t◁
µ.

Therefore,

θ(ψ◁
s ) = h

(
z◁

sψ
◁
t◁
µt▷

µ

)
= h

 ∑
(u,v) ∈ Std2(Pℓ

n)

auvψ
▷
uvψ

◁
t◁
µt▷

µ


=

∑
u ∈ Std(µ)

aut◁
µ
h
(
ψ▷

ut◁
µ
ψ◁

t◁
µt▷

µ

)
=

∑
u ∈ Std(µ)

aut◁
µ
θu,

where we have used Corollary 4E.7, for the third equality, and Lemma 4A.3 for the last
equality together with the identity z▷

u = ψ▷
ut▷

µ
ψ◁

t▷
µt▷

µ
= ψ▷

ut◁
µ
ψ◁

t◁
µt▷

µ
. Consequently, since τα is

a trace form,

θ(ψ◁
s )(ψ◁

t ) =
∑

u ∈ Std(µ)
aut◁

µ
θu(ψ◁

t ) =
∑

u ∈ Std(µ)
aut◁

µ
τα

(
ψ▷

ut◁
µ
ψ◁

t◁
µt

)

= τα

 ∑
u ∈ Std(µ)

aut◁
µ
ψ▷

ut◁
µ
ψ◁

t◁
µt


= τα

 ∑
(u,v) ∈ Std2(Pℓ

n)

auvψ
▷
uvψ

◁
t◁
µt

 , by Corollary 4E.7,

= τα

(
z◁

sψ
◁
t◁
µt

)
= τα

(
ψ◁

st◁
µ
ψ▷

t◁
µt◁

µ
ψ◁

t◁
µt

)
= τα

(
ψ▷

t◁
µt◁

µ
ψ◁

t◁
µtψ

◁
st◁

µ

)
= ⟨ψ◁

t , ψ
◁
s ⟩◁

λ τα

(
ψ▷

t◁
µt◁

µ
ψ◁

t◁
µt◁

µ

)
= ⟨ψ◁

t , ψ
◁
s ⟩◁

λ τα(z◁
λ) = ⟨ψ◁

t , ψ
◁
s ⟩◁

λ ,

where the first equality on the last line uses Corollary 4E.7, and the definition of the inner
product on S◁

µ(k[x])), and the last equality follows by Proposition 4E.9. Hence, ignoring
the degree shift, θ is the natural k[x]-linear map from S◁

µ(k[x])) → S◁
µ(k[x]))⊛ induced by

the bilinear form ⟨ , ⟩◁
λ on S◁

µ(k[x])).
Finally, to identify D◁

µ(K), consider K as a K[x]-module by letting each x ∈ x act as
zero. Tensoring with K, the calculations above show that, for the induced maps after base
change, θ ̸= 0 if and only if D◁

µ(K) ̸= 0. By construction, the maps f and h are both
isomorphisms, so D◁

µ(K) ̸= 0 if and only if g ̸= 0, which is if and only if z◁
µψ

◁
t◁
µt▷

µ
̸= 0.
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Further, if D◁
µ(K) ̸= 0 then qdD◁

µ(K) ∼= im(g ◦ f) = RΛ
n(K)z◁

µψ
◁
t◁
µt▷

µ
, for some d ∈ Z.

Inspection of the maps, using (4.32a), shows that d = 2 def(λ) + deg◁ t▷
λ. □

Remark 5A.7. If µ ∈ K◁
n then the simple module RΛ

n(K)z◁
µψ

◁
t◁
µt▷

µ
is the socle of a projective

cover ofD◁
µ(K), up to shift. The module RΛ

n(K)z◁
µψ

◁
t◁
µt▷

µ
is spanned by {z◁

sψ
◁
t◁
µt▷

µ
| s ∈ Std(µ)}.

5B. Graded decomposition numbers. This subsection introduces graded decomposi-
tion matrices together with the key result that these matrices are unitriangular. This will
be used in the next section to construct bases in the Grothendieck groups of RΛ

n(K[x]),
which we use to prove Theorem C from the introduction.

If M is an RΛ
n(K[x])-module and D is an irreducible RΛ

n(K[x])-module then the graded
decomposition multiplicity of D in M is the Laurent polynomial

[M : D]q =
∑
k ∈ Z

[
M : qkD

]
qk ∈ N

[
q, q−1

]
,

where [M : qkD] ∈ N is equal to the number of composition factors of M that are
isomorphic to qkD.

The graded decomposition numbers of RΛ
n(K[x]) are the decomposition multiplicities

dK◁
λµ(q) =

[
S△λ (K) : D△µ (K)

]
q

and dK▷
λν(q) = [S▷

λ(K) : D▷
ν(K)]q (5B.1)

for λ ∈ Pℓ
n, µ ∈ K◁

n and ν ∈ K▷
n. The graded decomposition matrices of RΛ

n(K[x]) are the
matrices

DK◁
n =

(
dK◁

λµ(q)
)

and DK▷
n =

(
dK▷

λν(q)
)
,

The most important result that we need about the decomposition matrices of RΛ
n(K[x]) is

the following.

Theorem 5B.2. Suppose that K is a field and that λ ∈ Pℓ
n.

(a) If µ ∈ K◁
n then dK◁

µµ(q) = 1 and dK◁
λµ(q) ̸= 0 only if λ ⊴ µ and αλ = αµ.

(b) If ν ∈ K▷
n then dK▷

νν(q) = 1 and dK▷
λν(q) ̸= 0 only if λ ⊵ ν and αλ = αν .

Proof. Let △ ∈ {◁, ▷}, λ ∈ Pℓ
n and µ ∈ K△n . The theory of graded cellular algebras,

via Theorem 4B.6, shows that the decomposition matrix DK△
n is unitriangular when the

rows and columns are ordered with respect to any total order that refines △-dominance.
Hence, dK△

µµ (q) = 1 and dK△
λµ (q) ̸= 0 only if λ△µ. The remaining claim follows because

the cellular bases of Theorem 4F.1 give the decomposition RΛ
n(K) =

⊕
α ∈ Q+

n
RΛ

α(K[x]) of
RΛ

n(K) into a direct sum of two-sided ideals. □

For µ ∈ K◁
n let Y ◁

µ be the projective cover of D◁
µ as an RΛ

n(K)-module. Similarly, let Y ▷
ν

be the projective cover of D▷
ν as an RΛ

n(K)-module, for ν ∈ K▷
n.

Proposition 5B.3. Let K be a field.
(a) Let µ ∈ K◁

n. Then Y ◁
µ has a filtration Y ◁

µ = Y ◁
µ,1 ⊃ Y ◁

µ,2 ⊃ · · · ⊃ Y ◁
µ,z such that

there exist ℓ-partitions λ1, . . . , λz ∈ Pℓ
n with Y ◁

µ,k/Y
◁

µ,k+1
∼= dK◁

λλk
(q)S◁

λk
and k > l

whenever λk ◁ λl.
(b) Let µ ∈ K▷

n. Then Y ▷
ν has a filtration Y ▷

ν = Y ▷
µ,1 ⊃ Y ▷

µ,2 ⊃ · · · ⊃ Y ▷
µ,z such that

there exist ℓ-partitions λ1, . . . , λz ∈ Pℓ
n with Y ▷

µ,k/Y
▷

µ,k+1
∼= dK▷

λλk
(q)S▷

λk
and k > l

whenever λk ▷ λl.
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Proof. This comes from the general theory of (graded) cellular algebras; see [21, Theo-
rem 3.7] or [24, Lemma 2.25]. □

Define graded Cartan matrices CK◁
n = (cK◁

λµ(q)) and CK▷
n = (cK▷

λν(q)) by

cK◁
λµ(q) =

[
Y ◁

µ : D◁
ν

]
and cK▷

λν(q) = [Y ▷
ν : D▷

ν ] .

If M is matrix let MT be its transpose.
Standard arguments now show that the K[x]-cellular algebra RΛ

n(K[x]) enjoys the fol-
lowing graded analogue of Brauer-Humphreys reciprocity; compare [24, Theorem 2.17].

Corollary 5B.4. Suppose that K is a field. Then CK◁
n = (DK◁

n )T DK◁
n and CK▷

n = (DK▷
n )T DK▷

n .

5C. Adjustment matrices. Following Lemma 3A.3, in this subsection we assume that
k = Z, so the content system (c, r) is defined over Z[x]. By assumption, K is a field that
is a k-algebra, which means that we are assuming that K is a field. Then the algebra
RΛ

n(K[x]) ∼= K[x] ⊗Z[x] RΛ
n(Z[x]) is a graded K[x]-cellular algebra by Theorem 4F.1. The

main result of this subsection compares the decomposition matrices of the two algebras
RΛ

n(Q[x]) and RΛ
n(K[x]).

Let A[In] be the free A-module generated by In. The q-character of a finite dimensional
RΛ

n(K[x])-module M is
chM =

∑
i ∈ In

(dimq Mi) i ∈ A[In],

where Mi = 1iM , for i ∈ In. For example, chS△λ (K[x]) =
∑

t ∈ Std(λ) q
deg△(t)r(t).

The bar involution is the Z-linear involution on A given by setting f(q) = f(q−1), for
f(q) ∈ Z. Extend the bar involution to an automorphism of A[In] by declaring that i = i,
for i ∈ In. It is easy to see that ch(M⊛) = chM .

The following result is well-known and is easily proved by induction of the height of
α ∈ Q+. This result is stated as [36, Theorem 3.17], with the reader being invited to
repeat the proof of [39, Theorem 3.3.1].

Theorem 5C.1. Let K be a field. Then the character map ch: [Rep RΛ
n(K[x])] −→ A[In]

is injective.

The definition of the modules D◁
µ(L) and D▷

ν(L), and the radicals of the Specht modules,
makes sense for any Z[x]-module L. For µ ∈ K△n and ν ∈ K▷

n define
E◁

µ(L) = L⊗Z[x] D
◁
µ(Z[x]) and E▷

ν(L) = L⊗Z[x] E
▷
ν(Z[x])..

For λ ∈ Pℓ
n, let

G△λ =
(
⟨ψ△s , ψ△t ⟩△λ

)
s,t ∈ Std(λ)

be the Gram matrix of the bilinear form (5A.1) on the Specht module S△λ . By considering
the Smith normal form of G△λ , it is straightforward to prove the following. (Compare
with [52, Theorem 3.7.4].)

Lemma 5C.2. Let µ ∈ Pℓ
n and △ ∈ {◁, ▷}. Then E△µ (Z[x]) is a Z[x]-free RΛ

n(Z[x])-
module. Moreover, D△µ (Q) ∼= E△µ (Q).

The following polynomials define a map between the Grothendieck groups of RΛ
n(Q[x])

and RΛ
n(K[x]).
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Definition 5C.3. Let K be a field, △ ∈ {◁, ▷} and µ,ν ∈ K△n . Define Laurent polynomials
aK△

νµ (q) by

aK△
νµ (q) =

∑
q ∈ Z

[
E△ν (K) : qdD△µ (K)

]
qd ∈ N

[
q, q−1

]
.

The matrix AK△
n = (aK△

νµ (q)) is the graded adjustment matrix of RΛ
n(K[x]).

Theorem 5C.4. Suppose that K is a field and let △ ∈ {◁, ▷}.

(a) If µ,ν ∈ K△n then aK△
νµ (q) ̸= 0 only if µ△ν and αµ = αν . Moreover, aK△

νµ (q) =
aK△

νµ (q).
(b) As matrices, DK△

n = DQ△
n AK△

n . That is, if λ ∈ Pℓ
n and µ ∈ K△n then

dK[x]△
λµ (q) =

∑
ν ∈ K△n

dQ△
λν (q)aK△

νµ (q).

Proof. Every composition factor of E△µ (K) is a composition factor of S△µ (K), so the first
statement in (a) follows from Theorem 5B.2. By Lemma 5C.2, the adjustment matrix
induces a well-defined map of Grothendieck groups AK△

n : [Rep RΛ
n(Q[x])]−→ [Rep RΛ

n(K[x])]
given by

AK△
n

([
D△ν (Q)

])
=
[
E△ν (K)

]
=

∑
µ ∈ K△n

aK△
νµ (q)

[
D△µ (K)

]
.

Taking q-characters, chD△µ (Q) =
∑

ν aK△
νµ (q) chD△µ (K). Applying ⊛ to both sides, the

self-duality of the simple modules now implies that aK△
νµ (q) = aK△

νµ (q), which completes the
proof of part (a). To prove (b), observe that∑

µ ∈ K△n

dK△
λµ (q) chD△µ (K) = chS△λ (K) = chS△λ (Q)

=
∑

ν ∈ K△n

dQ△
λν (q) chD△ν (Q)

=
∑

ν ∈ K△n

dQ△
λν (q) chE△ν (K)

=
∑

ν ∈ K△n

dQ△
λν (q)

∑
µ ∈ K△n

aK△
νµ (q) chD△µ (K).

Comparing the coefficient of chD△µ (K) on both sides using Theorem 5C.1 proves part (b).
□

We prove in Theorem 6F.14 below that K△n (K) = K△n (Q) for any field K, which implies
that AK△

n is a square unitriangular matrix.

5D. A Mullineux-like involution. Theorem 5A.3 gives two descriptions of the simple
RΛ

n(K)-modules {qzD◁
µ(K)} and {qzD▷

ν(K)}. The aim of this subsection is set up the
machinery for comparing these different constructions of the simple RΛ

n(K)-modules. We
start with a definition.

Definition 5D.1. Let m : K◁
n −→K▷

n be the unique bijection such that D◁
µ(K) ∼= D▷

m(µ)(K),
for µ ∈ K◁

n.

Ann. Repr. Th. 1 (2024), 2, p. 193–297 https://doi.org/10.5802/art.8

https://doi.org/10.5802/art.8


252 Anton Evseev & Andrew Mathas

If µ ∈ K◁
n and ν ∈ K▷

n then, by Theorem 5A.3, the modules qzD◁
µ(K) and qyD▷

ν(K) are
self-dual if and only if z = 0 and y = 0, respectively. Hence, the map m of Definition 5D.1
is well-defined.

Like the sets K◁
n and K▷

n, priori, the map m depends on Λ, ρ, and the field K. We give
an explicit description of m in Corollary 6F.15 below, which shows that m is independent
of K. In the next subsection we show that m is closely related to the sign isomorphism.
In particular, in the special case of the symmetric groups, the map µ 7→ m(µ)′ is the
Mullineux map [59].

Recall from subsection 5B that Y △µ is the projective cover of D△µ , for µ ∈ K△n . Hence,
we have:

Lemma 5D.2. Let µ ∈ K◁
n. Then Y ◁

µ
∼= Y ▷

m(µ).

Using m we can give the precise relationship between the graded decomposition numbers
dK◁

λµ(q) and dK▷
λν(q). In particular, this shows that the graded decomposition matrices DK◁

n

and DK▷
n encode equivalent information.

Recall from the last subsection that the bar involution is the Z-linear automorphism of
A given by f(q) = f(q−1).

Proposition 5D.3. Suppose that K is a field.

(a) If λ ∈ Pℓ
n and µ ∈ K◁

n then dK◁
λµ(q) = qdef λdK▷

λm(µ)(q).
(b) If λ ∈ Pℓ

n and µ ∈ K◁
n then dK◁

λµ(q) ̸= 0 only if m(µ) ⊴ λ ⊴ µ.
(c) If λ ∈ Pℓ

n and ν ∈ K▷
n then dK▷

λν(q) ̸= 0 only if m−1(ν) ⊵ λ ⊵ ν.

Proof. Using formal characters and Proposition 4F.9, we have∑
µ ∈ K◁

n

dK◁
λµ(q) chD◁

µ(K) = chS◁
λ(K) = qdef(λ) chS▷

λ(K)⊛ = qdef(λ)chS▷
λ(K)

= qdef(λ) ∑
ν ∈ K▷

n

dK▷
λν(q)chD▷

ν(K)

= qdef(λ) ∑
ν ∈ K▷

n

dK▷
λν(q) chD▷

ν(K)

= qdef(λ) ∑
µ ∈ K◁

n

dK▷
λm(µ)(q) chD▷

m(µ)(K)

where the second last equality follows because D▷
ν(K) is self-dual by Theorem 5A.3.

Part (a) follows by comparing the coefficient of chD◁
µ(K) on both sides using Theorem 6F.8.

For (b), if dK◁
λµ(q) ̸= 0 then λ ⊴ µ by Theorem 5B.2. Moreover, dK▷

λm(µ)(q) ̸= 0 by (a),
so λ ⊵ m(µ) by Theorem 5B.2. The proof of (c) is similar. □

Recalling the adjustment matrices of subsection 5C, we obtain:

Corollary 5D.4. Let K be a field and µ,ν ∈ K◁
n. Then aK◁

νµ(q) = aK▷
m(ν)m(µ)(q).
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Proof. Using Theorem 5C.4(b), twice, and Proposition 4F.9,∑
ν, µ ∈ K◁

n

dQ◁
λν(q)aK◁

νµ(q) chD◁
µ(K) = chS◁

λ(K) = qdef(λ)chS▷
λ(K)

= qdef(λ) ∑
σ, τ ∈ K▷

n

dQ▷
λσ(q) aK▷

στ (q) chD▷
τ (K)

=
∑

µ ∈ K◁
n

∑
ν ∈ K◁

n

dQ◁
λν(q) aK▷

m(ν)m(µ)(q) chD◁
µ(K),

where the last equality uses Proposition 5D.3(a), where we set σ = m(ν) and τ = m(µ).
The result follows by Theorem 5C.1. □

Part (a) and Theorem 5B.2 imply that if µ ∈ K◁
n then dK◁

m(µ)µ(q) = qdef(µ) = dK▷
µm(µ)(q).

Example 5D.5. Suppose that Γ is a quiver of type C(1)
2 , Λ = Λ0 and n = 6. Direct

calculation shows that the graded decomposition numbers of RΛ0
6 (K[x]) are:

(6
)

(5
,1

)

(4
,2

)

(4
,1

2 )

(3
,2
,1

)

(6) 1
(5, 1) q 1
(4, 2) q q2 1

(4, 12) . . . 1
(32) q2 . q .

(3, 2, 1) . . . . 1
(3, 13) . . . q .

(23) q . q2 . .
(22, 12) q2 q q3 . .
(2, 14) q2 q3 . . .

(16) q3 . . . .

(1
6 )

(2
,1

4 )

(2
2 ,

12 )

(3
,1

3 )

(3
,2
,1

)

(16) 1
(2, 14) q 1

(22, 12) q q2 1
(23) q2 . q

(3, 13) . . . 1
(3, 2, 1) . . . . 1

(32) q . q2 . .
(4, 12) . . . q .
(4, 2) q2 q q3 . .
(5, 1) q2 q3 . . .

(6) q3 . . . .

Graded decomposition matrix DK[x]◁
6 Graded decomposition matrix DK[x]▷

6
In particular, these decomposition matrices are independent of the characteristic and, in
this example, the map m sends a partition to its conjugate, as defined in subsection 4A.

Remark 5D.6. If K is a field of characteristic zero, and if RΛ
n(K[x]) is an algebra of type

A
(1)
e−1, then Proposition 5D.3 implies that if λ ̸= µ then 0 < deg dK△

λµ (q) ≤ def(µ), with
equality if and only if λ = m(µ); see [52, Corollary 3.6.7]. This result follows because
in this case dK△

λµ (q) ∈ δλµ + qN[q] by Corollary 6E.17 below. In positive characteristic,
and in type C(1)

e−1, this is no longer true. Even in type A(1)
e−1, combining Proposition 5D.3

and [20, Corollary 5] (and [52, Example 3.7.13]), shows that the degrees of the graded
decomposition numbers are not bounded by the defect in positive characteristic.

5E. The sign isomorphism. A sign isomorphism of the KLR algebras of type A(1)
e−1 was

introduced in [40, (3.14)]. This subsection generalises this map to include the quivers of
type C(1)

e−1 and it describes its effect on the Specht modules and simple modules of RΛ
n . In

type A(1)
e−1, many of the results in this subsection are graded analogues of results in [27,

§3].

Ann. Repr. Th. 1 (2024), 2, p. 193–297 https://doi.org/10.5802/art.8

https://doi.org/10.5802/art.8


254 Anton Evseev & Andrew Mathas

Definition 5E.1. The sign automorphism of Γ is quiver automorphism ε : Γ−→Γ given
by

ε(i) =

e− i (mod e) for type A(1)
e−1,

e− 1 − i for type C(1)
e−1,

for i ∈ I. If i = (i1, . . . , in) ∈ In let iε = (ε(i1), . . . , ε(in)) ∈ In.

It is straightforward to check that cij = cε(i)ε(j), for all i, j ∈ I, showing that ε is a
quiver automorphism of Γ. The sign automorphism of Γ induces automorphisms of the
lattices P+ and Q+, given by Λ 7→ Λε and α 7→ αε, that are uniquely determined by(

α∨
i

∣∣Λε) =
(
α∨

ε(i)

∣∣∣Λ) and
(
α∨

j

∣∣∣αε
)

=
(
α∨

ε(j)

∣∣∣α) , for i, j ∈ I,

respectively.
By definition, the algebra RΛ

α(k[x]) depends on the families polynomials Wx
I and Qx

I

from Notation 2C.7. Define polynomials Wx,ε
I = (W x,ε

i (u))i ∈ I and Qx,ε
I = (Qx,ε

ij (u, v))i,j ∈ I

by

W
x,ε

i (u) = W
x
ε(i)(−u) and Q

x,ε
ij (u, v) = Q

x
ε(i)ε(j)(−u,−v), for i, j ∈ I. (5E.2)

Set εRΛ
α = RΛε

αε (Qε
I ,Wε

I). If (c, r) is a (graded) content system for RΛ
n then (−c, ε ◦ r) is a

graded content system with values in k[x] for εRΛ
α .

If ρ = (κ1, . . . , κℓ) is an ℓ-charge for Λ then ρε = (−κℓ, . . . , −κ1) is the corresponding
signed charge.

Proposition 5E.3. Let Λ ∈ P+ and α ∈ Q+. Then there is a unique graded algebra
isomorphism ε : RΛ

α(k[x])−→ εRΛ
α(k[x]) such that

ε
(
1i) = 1iε , ε(ψk) = −ψk and ε(ym) = −ym,

for i ∈ In, 1 ≤ k < n and 1 ≤ m ≤ n.

Proof. Checking the relations in Definition 2C.2 shows that there is a well-defined surjec-
tive homomorphism isomorphism ε : RΛ

α(k[x]) −→ εRΛ
α(k[x]) of graded algebras. By sym-

metry, there is also a well-defined surjective graded algebra homomorphism ε′ : εRΛ
α −→RΛ

α .
By definition, ε◦ ε′ and ε′ ◦ ε are identity maps, so the result follows. (Hereafter, we abuse
notation and use ε for both of these isomorphisms.) □

The isomorphism ε : RΛ
α(k[x])−→ εRΛ

α(k[x]) of Proposition 5E.3 is the sign isomorphism.
This generalises the sign automorphism of the group algebra of the symmetric group, which
corresponds to the special case when Λ = Λ0 in type A(1)

e−1 for RΛ
n (K), when K is a field.

By base change, Proposition 5E.3 induces isomorphisms RΛ
α(L) ∼−→ εRΛ

α(L) for any k[x]-
algebra L. Setting x = 0 we obtain an analogous isomorphism ε : RΛ

α (k)−→ εRΛ
α (k).

If M is an εRΛ
α-module let M ε be the ε-twisted RΛ

α(k[x])-module that is equal to M
as a k[x]-module and where the RΛ

α-action is twisted by ε, so that a · m = ε(a)m, for
a ∈ RΛ

α(k[x]) and m ∈ M . By Proposition 5E.3, this induces an equivalence of categories
Rep εRΛ

α(k[x]) → Rep RΛ
α(k[x]) given by M 7→ M ε. In the special case of the symmetric

groups, this is the equivalence of categories induced by tensoring with the sign represen-
tation. This follows because if K is a field then there is an isomorphism RΛ0

n (K) ∼= KSn

by the main result of [10] and in this case ε induces an auto-equivalence of Rep RΛ0
n (K).

More generally, ε induces an auto-equivalence of Rep RΛ
n(K[x]) whenever Λ = Λε.
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Most of our notation so far implicitly depends on Λ and sometimes α and ρ. To avoid
ambiguity, we decorate our notation with ε whenever it is applied to objects associated
with the algebra εRΛ

α(k[x]), and we continue to use our existing notation for the alge-
bras RΛ

α(k[x]). In particular, S△ε
λ and D△ε

µ are the graded Specht and simple εRΛ
α(k[x])–

modules. The main results of this subsection explore the twisted modules (S△ε
λ )ε and

(D△ε
µ )ε, for λ ∈ Pℓ

α and µ ∈ K△α .
We need “sign adapted” combinatorics for the KLR algebras. As suggested by the ter-

minology, in the representation theory of the symmetric groups this is given by conjugate
partitions and tableaux, as defined in subsection 4A.

Extending the definition of the conjugate of an L-partition from subsection 4A, the
conjugate of the node A = (m, r, c) is the node A′ = (ℓ − m + 1, c, r). In particular, if
λ ∈ Pℓ

n then its conjugate is λ′ = {A′ |A ∈ λ} and the conjugate of t ∈ Std(λ) is the
tableau t′ ∈ Std(λ′) given by t′(A) = t(A′), for A ∈ λ′. If A is a node then (A′)′ = A, so
conjugation is an involution on the sets of ℓ-partitions and standard tableaux.

A straightforward walk through the definitions reveals that the following identities hold.

Lemma 5E.4. Let λ ∈ Pℓ
α, for α ∈ Q+. If A ∈ λ′ then

d◁ε
A (λ′) = d▷

A′(λ), d▷ε
A (λ′) = d◁

A′(λ),
dε

i (λ′) = dε(i)(λ) and defε(λ′) = def(λ).
Moreover, if s ∈ Std(λ) then r(s′) = r(s)ε, deg◁

ε(s′) = deg▷(s) and deg▷
ε(s′) = deg◁(s).

Proposition 5E.5. Suppose that s, t ∈ Std(λ), for λ ∈ Pℓ
α. Then

ε
(
ψ◁

st
)

= ±ψ▷ε
s′t′ and ε

(
ψ▷

st
)

= ±ψ◁ε
s′t′ .

Proof. This is a straightforward exercise in the definitions. Observe that t◁
λ = t▷ε

λ′ and
t▷
λ = t◁ε

λ′ . Consequently, if u ∈ Std(λ) then d◁ε
u = d▷

u′ and d▷ε
u = d◁

u′ . By Definition 4A.5
and (5E.2), y◁ε

λ′ = ±y▷
λ and y▷ε

λ′ = ±y◁
λ, implying the result. □

For the Specht modules of the symmetric groups, James [29, Theorem 8.15] proved the
famous result that Sλ′ ∼= sgn ⊗ Sλ, where Sλ is a Specht module for the symmetric group
Sn and sgn is its sign representation. This next result generalises James’ theorem.

Corollary 5E.6. Suppose that λ ∈ Pℓ
α, for α ∈ Q+. Then S◁

λ
∼= (S▷ε

λ′ )ε and S▷
λ

∼= (S◁ε
λ′ )ε.

Proof. By Proposition 5E.5,
(
RΛ

α

)⊴λ ∼= (
(

εRΛ
α

)⊵λ′
)ε and

(
RΛ

α

)⊵λ ∼= (
(

εRΛ
α

)⊴λ′
)ε, implying

the result. □

This allows us to identify the twisted simple εRΛ
α-modules as RΛ

α-modules. The result
says that these modules are isomorphic once you conjugate the ℓ-partitions and interchange
the ◁-simple modules and the ▷-simple modules. The simple modules are defined over the
field K.

Corollary 5E.7. Let µ ∈ K◁
α and ν ∈ K▷

α. Then D◁
µ

∼= (D▷ε
µ′)ε and D▷

ν
∼= (D◁ε

ν′ )ε.

Proof. Let head(M) be the head of M , which is its maximal semisimple quotient. Then,
using Corollary 5E.6, D◁

µ
∼= head(S◁

µ) ∼= (headS▷ε
µ′ )ε ∼= (D▷ε

µ′)ε. The second isomorphism
is proved in exactly the same way. □

Recall from Definition 5D.1 that m : K◁
n −→ K▷

n is the map given by D◁
µ

∼= D▷
m(µ), for

µ ∈ K◁
n. In the special case of the symmetric groups the next result says that the map

µ 7→ m(µ)′ is the Mullineux map.
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Corollary 5E.8. Let µ ∈ K◁
α. Then

D◁
µ

∼=
(
D◁ε

m(µ)′
)ε
, D▷

m(µ)
∼=
(
D▷ε

µ′
)ε
, Y ◁

µ
∼=
(
Y ◁ε

m(µ)′
)ε and Y ▷

m(µ)
∼=
(
Y ▷ε

µ′
)ε
,

In particular, {D◁ε
µ | µ′ ∈ K▷

n} and {D▷ε
ν | ν ′ ∈ K◁

n} are both complete sets of pairwise
non-isomorphic self-dual irreducible graded εRΛ

α-modules.

Proof. Using Corollary 5E.7, D◁
µ

∼= D▷
m(µ)

∼= (D◁ε
m(µ)′)ε. The proof of the second isomor-

phism is similar and the remaining isomorphisms follow by the uniqueness of projective
covers. □

If M is an RΛ
n -module then its socle, socM , is its maximal semisimple submodule.

Dually, the head of M , headM , is the maximal semisimple subquotient of M .

Corollary 5E.9. Let µ ∈ K◁
α and ν ∈ K▷

α. Then

socS◁
µ

∼= qdef(µ)
(
D◁ε

m(µ)′

)ε
and socS▷

ν
∼= qdef(ν)

(
D▷ε

m(ν)′

)ε
.

Proof. Using Proposition 4F.9,

socS◁
µ

∼= soc
(
qdef(µ)S▷

µ
⊛
)

∼= qdef(µ) head
(
S▷

µ

)⊛ ∼= qdef(µ)D▷
µ

∼= qdef(µ)
(
D◁ε

m(µ)′

)ε
.

where the last isomorphism follows from Corollary 5E.8. The second isomorphism is
similar. □

The last result in this subsection can be viewed as a generalisation of [43, Theorem 7.2].

Corollary 5E.10. Let λ ∈ Pℓ
n and µ ∈ K◁

n and ν ∈ K▷
n. Then[

S◁ε
λ : D◁ε

m(µ)′

]
q

= qdef λ′[
S◁

λ′ : D◁
µ

]
q

and
[
S▷ε

λ : D▷ε
µ′

]
q

= qdef λ′[
S▷

λ′ : D▷
m(µ)

]
q
.

Proof. We prove only the second identity. Using Corollary 5E.6 and Corollary 5E.7,[
S▷ε

λ : D▷ε
µ′

]
q

=
[(
S▷ε

λ

)ε :
(
D▷ε

µ′
)ε]

q
=
[
S◁

λ′ : D◁
µ

]
q

= qdef λ′[
S▷

λ′ : D▷
m(µ)

]
q

where the last equality follows from Proposition 5D.3(a) and Lemma 5E.4. □

6. Categorification

This section brings together all of our previous work to prove that the algebras RΛ
n(K[x])

categorify the integrable highest weight modules of the corresponding Kac–Moody alge-
bras, which is Theorem B from the introduction. As applications, we classify the simple
RΛ

n(K[x])-modules (Theorem C), and prove their modular branching rules (Theorem D).
To do this we first use the algebras RΛ

n(k[x±]) to prove the branching rules for the graded
Specht modules of RΛ

n(k[x]), which leads almost directly to our categorification theorem.
We then use the representation theory of RΛ

n(K[x]) to describe the canonical bases of the
highest weight modules, which gives us a way of studying the simple modules of RΛ

n(K[x]).
Throughout this section we continue to assume that (c, r) is a (graded) content system

with values in k[x] for a cyclotomic KLR algebra RΛ
n(k[x]), and K is a field that is a k-

algebra so that RΛ
n(K[x]) is a graded K[x]-cellular algebra by Corollary 4F.3. In particular,

as discussed in the last section, Corollary 4F.4 implies that the results in this section apply
to the standard cyclotomic KLR algebras of types A(1)

e−1, A∞, C(1)
e−1 and C∞.
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6A. Branching rules. This subsection proves analogues of the classical branching rules
of the symmetric groups for the RΛ

n -Specht modules. That is, we describe the modules
obtained by inducing and restricting the graded Specht modules. The strategy is to first
prove the branching rules for the algebras RΛ

n(k[x±]) and then to use this result to prove
the branching rules for RΛ

n(k[x]), after which the branching rules for RΛ
n and RΛ

n follow by
specialisation. In the next subsection we use these results to show that RΛ

n categorifies the
integral highest weight modules of Uq(gΓ).

Before we can begin, we need to define the categories that we are going to work in.
Fix α ∈ Q+

n . Let Rep RΛ
α(k[x]) be the category of finitely generated graded RΛ

α(k[x])-
modules, and similarly define Rep RΛ

α(K[x]). Let RepK RΛ
α(K[x]) be the full subcategory of

Rep RΛ
α(K[x]) consisting of graded RΛ

α(K[x])-modules that are finite dimensional as K-vector
spaces. Let Proj RΛ

α(k[x]) and ProjK RΛ
α(K[x]) be the additive subcategories of graded pro-

jective modules in Rep RΛ
α(k[x]) and RepK RΛ

α(K[x]), respectively. Similarly, let Rep RΛ
α (k)

and Proj RΛ
α (k) Rep RΛ

α(K) and Proj RΛ
α(K) be the corresponding subcategories of graded

RΛ
α (k)-module. and graded RΛ

α(K)-modules, respectively.
Set Rep RΛ

n(k[x]) =
⊕

α ∈ Q+
n

Rep RΛ
α(k[x]), and similarly for the other categories defined

above.
Ultimately, we are most interested in the category RepK RΛ

n(K[x]), which is quite differ-
ent to Rep RΛ

n(K[x]). For example, the graded Specht module S△λ (K[x]) does not belong
to Rep RΛ

n(K[x]) but it does belong to Rep RΛ
n(K[x]). The categories RepK RΛ

n(K[x]) and
Rep RΛ

n (K) are also not equivalent but they have isomorphic Grothendieck groups by the
remarks after Theorem 5A.3.

Let i ∈ I and α ∈ Q+
n . Set 1α,i =

∑
j ∈ Iα 1ji. Define i-restriction and i-induction

functors:

EΛ
i : Rep RΛ

α+αi
k[x])−→Rep RΛ

α(k[x]);M 7→ 1α,iRΛ
α+αi

(k[x]) ⊗RΛ
α+αi

M,

FΛ
i : Rep RΛ

α(k[x])−→Rep RΛ
α+αi

(k[x]);M 7→ RΛ
α+αi

(k[x])1α,i ⊗RΛ
α(k[x]) M.

Abusing notation, we also write EΛ
i : Rep RΛ

n+1 −→Rep RΛ
n and FΛ

i : Rep RΛ
n −→Rep RΛ

n+1
for the corresponding induced functors on these module categories. These functors can
be defined as the direct sum of the functors defined above or they can be defined directly
by replacing each occurrence of 1α,i in the definitions above with 1n,i =

∑
α ∈ Q+

n
1α,i. We

further abuse notation and use EΛ
i and FΛ

i for the induced functors on all of the categories
defined above.

Proposition 6A.1. Let i ∈ I. There is a (non-unital) embedding of graded algebras
ιn,i : RΛ

n ↪→ RΛ
n+1 such that

1j 7→ 1ji, ψr1j 7→ ψr1ji and ym1j 7→ ym1ji,

for j ∈ In, 1 ≤ r < n and 1 ≤ m ≤ n. Moreover, if M ∈ Rep RΛ
n+1 then EΛ

i (M) = 1n,iM

and if N ∈ Rep RΛ
n then FΛ

i (N) = RΛ
n+11n,iN , so EΛ

i and FΛ
i are exact functors.

Proof. The relations Definition 2C.2, together with Theorem 4F.1, imply that there is a
unique non-unital algebra embedding ια,αi : RΛ

α ↪→ RΛ
α+α such that

1j 7→ 1ji, ψr1j 7→ ψr1ji and ym1j 7→ ym1ji,

for j ∈ Iα, 1 ≤ r < n and 1 ≤ m ≤ n. In particular, EΛ
i is an exact functor. Kashiwara [35,

Corollary 3.3] proves that FΛ
i is exact. □
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The aim of this subsection is to describe the modules EΛ
i S

◁
λ and FΛ

i S
▷
λ, for λ ∈ Pℓ

n.
We start with the easier case of restriction, following [53]. If △ ∈ {◁, ▷} then Proposi-
tion 4A.17, S△λ (K[x±]) has an f△-basis and a ψ△-basis, for which the transition matrices
are unitriangular. Note that S◁

λ(K[x±]) ∼= S▷
λ(K[x±]) in view of Corollary 3C.10 and Propo-

sition 3C.2.
If t ∈ Std(λ) let t↓ = t↓(n−1). Let K′ be the field of fractions of k.

Lemma 6A.2. Suppose that λ ∈ Pℓ
α+αi

. Then, as RΛ
α(K′[x±])-modules,

EΛ
i

(
S◁

λ

(
K′[x±]

)) ∼=
⊕

B ∈ Remi(λ)
S◁

λ−B

(
K′ [x±]) . and EΛ

i

(
S▷

λ

(
K′ [x±])) ∼=

⊕
B ∈ Remi(λ)

S▷
λ−B

(
K′ [x±]) .

Proof. This follows from Lemma 3E.1 but to understand how the Specht modules restrict
over k[x] we need to describe the isomorphism explicitly. Let △ ∈ {◁, ▷}. By Theo-
rem 4C.3, EΛ

i (S△λ (K′[x±]) has basis {f△s | s ∈ Std(λ) and rn(t) = i}, which is in bijection
with the set of tableaux

⋃
B Std(λ−B) where B ∈ Remi(λ). Define a K′[x±]-linear map

θ : EΛ
i

(
S△λ

(
K′ [x±]))−→

⊕
B ∈ Remi(λ)

S△λ−B

(
K′ [x±]) ; f△s 7→ f△s↓

, for s ∈ Std(λ).

(6A.3)
By Proposition 4A.10 this is an isomorphism of RΛ

n(K′[x±])-modules. □

There are no grading shifts in Lemma 6A.2 because K′[x±] ∼= qdK′[x±] as a Z-graded
ring, for d ∈ Z. The analogue of this result over k[x] requires grading shifts that are given
by the integers d◁

A(λ) and d▷
A(λ) from Definition 4D.3.

Proposition 6A.4. Suppose that λ ∈ Pℓ
α+αi

and let A1 > · · · > Az be the removable
i-nodes of λ. Then there exist RΛ

α(k[x])-module filtrations

EΛ
i

(
S◁

λ(k[x])
)

= S◁
λ,z(k[x]) ⊃ S◁

λ,z−1(k[x]) ⊃ · · · ⊃ S◁
λ,2(k[x]) ⊃ S◁

λ,1(k[x]) ⊃ 0

EΛ
i

(
S▷

λ(k[x])
)

= S▷
λ,1(k[x]) ⊃ S◁

λ,2(k[x]) ⊃ · · · ⊃ S▷
λ,z−1(k[x]) ⊃ S▷

λ,z(k[x]) ⊃ 0

with

S◁
λ,k(k[x])/S◁

λ,k−1(k[x]) ∼= q
d◁

Ak
(λ)
S◁

λ−Ak
(k[x])

and

S▷
λ,k(k[x])/S▷

λ,k+1(k[x]) ∼= q
d▷

Ak
(λ)
S▷

λ−Ak
(k[x]), for 1 ≤ k ≤ z.

Proof. Consider EΛ
i (S◁

λ). As in Lemma 6A.2, the module EΛ
i (S△λ (k[x])) has basis

{
ψ◁

s
∣∣ s ∈ Std(λ) and rn(s) = i

}
=

z⋃
k=1

{
ψ◁

s
∣∣ s↓ ∈ Std(λ −Ak)

}
.

For 1 ≤ k ≤ z, define S◁
λ,k(k[x]) = ⟨ψ◁

s | s↓ ∈ Std(λ − As) for 1 ≤ s ≤ k⟩. Then
EΛ

i (S◁
λ(k[x])) = S◁

λ,z(k[x]) ⊃ · · · ⊃ S◁
λ,1(k[x]) ⊃ 0 is an RΛ

α(k[x])-module filtration of
EΛ

i

(
S◁

λ(k[x])
)

by Proposition 4C.5 and Corollary 4F.10. In view of Proposition 4A.17,
it follows easily by induction on dominance that the RΛ

n(K[x±])-module isomorphism θ
defined in (6A.3) induces RΛ

n(k[x])-module isomorphisms

θk : S◁
λ,k(k[x])/S◁

λ,k−1(k[x])−→qd◁
A(λ)S◁

λ−Ak
(k[x]);ψ◁

s 7→ ψ◁
s↓
.
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This completes the proof for EΛ
i (S◁

λ(k[x])). The filtration of EΛ
i (S▷

λ(k[x])) can be con-
structed in exactly the same way. Alternatively, it can be deduced from the filtration of
EΛ

i (S◁
λ(k[x])) using Proposition 4F.9 and (4.32a). □

By base change, we obtain the corresponding result over any ring L that is a k[x]-
module.

Corollary 6A.5. Suppose that L is a k[x]-module, λ ∈ Pℓ
α+αi

and let A1 > · · · > Az be
the removable i-nodes of λ. Then there exist RΛ

α(L)-module filtrations

EΛ
i

(
S◁

λ(L)
)

= S◁
λ,z(L) ⊃ S◁

λ,z−1(L) ⊃ · · · ⊃ S◁
λ,2(L) ⊃ S◁

λ,1(L) ⊃ 0

EΛ
i

(
S▷

λ(L)
)

= S▷
λ,1(L) ⊃ S◁

λ,2(L) ⊃ · · · ⊃ S▷
λ,z−1(L) ⊃ S▷

λ,z(L) ⊃ 0
such that

S◁
λ,k(L)/S◁

λ,k−1(L) ∼= q
d◁

Ak
(λ)
S◁

λ−Ak
(L)

and
S▷

λ,k(L)/S▷
λ,k+1(L) ∼= q

d▷
Ak

(λ)
S▷

λ−Ak
(L), for1 ≤ k ≤ z.

In view of Proposition 2C.8, a special case of Corollary 6A.5 gives Specht filtrations of
the Specht modules S△λ (L) for the standard cyclotomic algebras RΛ

n (L), for △ ∈ {◁, ▷}.
In type A(1)

e−1 this recovers [13, Theorem 4.11] when L is a field and [53, §5] for general L.
Next we consider the induced modules FΛ

i

(
S◁

λ

)
and FΛ

i

(
S▷

λ

)
using ideas that go back to

Ryom-Hansen [64]. First, some notation. Let △ ∈ {◁, ▷} and suppose A ∈ Addi(λ). Let
t△λ,A ∈ Std(λ+A) be the unique standard tableau such that (t△λ,A)↓ = t△λ . Note that this
forces t△λ,A(A) = n+ 1.

The following example is suggestive of how the graded induction formulas are proved
for the Specht modules are proved over k[x].

Example 6A.6. Let λ = (32, 2) and consider the quivers A(1)
2 and C

(1)
2 . The residues in

λ are:
0 1 2
2 0 1
1 2

A
(1)
2

A3

A2
A1

0 1 2
1 0 1
2 1

C
(1)
2

A3

A2
A1

In type A(1)
2 , take i = 0 so that Addi(λ) = {A1, A2, A3} where, as above, A1 = (4, 1),

A2 = (3, 2) and A3 = (1, 4). The standard tableaux t◁
λ,Ar

and t▷
λ,Ar

are:

t▷
λ,A1 =

1 2 3
4 5 6
7 8
9

t▷
λ,A2 =

1 2 3
4 5 6
7 8 9

t▷
λ,A3 =

1 2 3 9
4 5 6
7 8

t◁
λ,A1 =

1 4 7
2 5 8
3 6
9

t◁
λ,A2 =

1 4 7
2 5 8
3 6 9

t◁
λ,A3 =

1 4 7 9
2 5 8
3 6

In type C(1)
2 , take i = 1 so that Addi(λ) = {A1, A3}.
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Lemma 6A.7. Suppose that λ ∈ Pℓ
α, for α ∈ Q+

n . Then, as RΛ
α+αi

(K′[x±])-modules,

FΛ
i

(
S◁

λ

(
K′ [x±])) ∼=

⊕
A ∈ Addi(λ)

S◁
λ+A

(
K′ [x±]) .

and
FΛ

i

(
S▷

λ

(
K′ [x±])) ∼=

⊕
A∈Addi(λ)

S▷
λ+A

(
K′ [x±]) .

Proof. Let △ ∈ {◁, ▷}. By Lemma 5A.4, S△λ ∼= RΛ
n(K′[x±])z△λ . Hence, it is enough to

describe
FΛ

i

(
RΛ

n

(
K′ [x±]) z△λ ) = RΛ

α+αi

(
K′ [x±]) z△λ .

Let ια,i : RΛ
α(K′[x±])−→RΛ

α+αi
(K′[x±]) be the embedding of Proposition 6A.1. Now z△λ =

γ◁▷
λ Ft△

λ
by Proposition 4E.9, so

ια,i(z△λ ) = γ◁▷
λ Ft△

λ
1i△

λ
i = γ◁▷

λ Ft△
λ

∑
t ∈ Std(i△

λ
i)

1
γ△t

Ft

= γ◁▷
λ

∑
t ∈ Std(i△

λ
i)

t↓=t△
λ

1
γ△t

Ft =
∑

A ∈ Addi(t△λ )

γ◁▷
λ

γ△
t△
λ,A

Ft△
λ,A
,

(6A.8)

where the second equality follows from Lemma 3B.4 and Proposition 4A.10. Note that the
coefficients in the last equation are homogeneous and, hence, invertible in K′[x±]. There-
fore, by Lemma 4A.7, the induced module FΛ

i (S△λ (K′[x±])) is spanned by the elements
{f△

st△
λ,A

| s ∈ Std(λ+A) and A ∈ Addi(λ)}. Corollary 4A.11 now implies the result. □

The second last line of the proof of Lemma 6A.7 is the reason why we are working over
the polynomial rings k[x] and K′[x±] in this subsection rather than over the multivariate
polynomials rings k[x] and K′[x±].
Proposition 6A.9. Suppose that λ ∈ Pℓ

α and let A1 > · · · > Az be the addable i-nodes
of λ. Then there exist RΛ

α+αi
(k[x])-module filtrations

FΛ
i

(
S◁

λ(k[x])
)

= S◁
λ,1(k[x]) ⊃ S◁

λ,2(k[x]) ⊃ · · · ⊃ S◁
λ,z−1(k[x]) ⊃ S◁

λ,z(k[x]) ⊃ 0

FΛ
i

(
S▷

λ(k[x])
)

= S▷
λ,z(k[x]) ⊃ S◁

λ,z−1(k[x]) ⊃ · · · ⊃ S▷
λ,2(k[x]) ⊃ S▷

λ,1(k[x]) ⊃ 0

with S◁
λ,k(k[x])/S◁

λ,k+1(k[x]) ∼= q
d◁

Ak
(λ)
S◁

λ+Ak
(k[x]) and

S▷
λ,k(k[x])/S▷

λ,k−1(k[x]) ∼= q
d▷

Ak
(λ)
S▷

λ+Ak
(k[x]),

for 1 ≤ k ≤ z.
Proof. If Addi(λ) = ∅ then FΛ

i (S◁
λ(k[x])) = 0 by Lemma 6A.7, so we can assume Addi(λ) ̸=

∅. We only consider FΛ
i (S◁

λ(k[x])). Set Z◁
λ↑ = q− def(λ)−deg◁(t◁

λ)RΛ
α+αi

ιn,i(z◁
λ). Then

FΛ
i (S◁

λ(k[x])) ∼= Z◁
λ↑, by Lemma 5A.4, so, it is enough to show that Z◁

λ↑ has the required
filtration. To do this we first construct a basis for Z◁

λ↑.
By Theorem 4F.1, ιn,i(ψ▷

t◁
λ

t◁
λ
) =

∑
(s,t) ∈ Std2(Pℓ

n+1) astψ
▷
st, for ast ∈ k[x]. Therefore, if

h ∈ RΛ
n+1(k[x]) then

ιn,i(hz◁
λ) =

∑
(s,t) ∈ Std2(Pℓ

n+1)
asthy

◁
λ1i◁

λ
iψ

▷
st
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By (6A.8), we may assume that ast ̸= 0 only if t = t◁
λ,Ak

, for 1 ≤ k ≤ z. Further,
by Corollary 4F.10, if s ̸= t◁

λ,Ak
then y◁

λ1i◁
λ

iψ
▷
st can be written as a linear combination of

more dominant terms, so we can assume that s = t. That is,

ιn,i(hz◁
λ) =

z∑
k=1

akhy
◁
λ1i◁

λ
iψ

▷
t◁
λ,Ak

t◁
λ,Ak

, for ak ∈ k[x].

By Corollary 4E.7, the product ψ◁
uvψ

▷
t◁
λ,Ak

t◁
λ,Ak

̸= 0 only if t◁
λ,Ak

⊵ v. Since we also need
r(v) = r(t◁

λ,Ak
), the term ψ◁

uvψ
▷
t◁
λ,Ak

t◁
λ,Ak

is nonzero only if v = t◁
λ,Al

for 1 ≤ l ≤ k.
For 1 ≤ k ≤ z let nk = t◁

λ+Ak
(Ak) ∈ {1, . . . , n}, ψn..nk

= ψn . . . ψnk
if nk < n + 1 and

set ψn..nk
= 1 if nk = n+ 1. Observe that t◁

λ,Ak
= ψn..nk

t◁
λ+Ak

. Therefore, in RΛ
n+1(k[x]),

y
d◁

Ak
(λ)

n+1 ψn..nk
ιn,i

(
ψ◁

t◁
λ

t◁
λ

)
= y

d◁
Ak

(λ)
n+1 ψn..nk

y◁
λ1i◁

λ
i = y◁

λ+Ak
1i◁

λ
iψn..nk

= ψ◁
t◁
λ+Ak

t◁
λ,Ak

.

For s ∈ Std(Pℓ
λ+Ak

) set z◁
s↑ = ψ◁

st◁
λ,Al

ψ▷
t◁
λ,Ak

t◁
λ,Ak

. Then we have shown that

y
d◁

Ak
(λ)

n+1 ψn..nk
ιn,i

(
ψ◁

t◁
λ

t◁
λ

)
ψ▷

t◁
λ,Ak

t◁
λ,Al

=
z∑

l=k

alψ
◁
st◁

λ,Al

ψ▷
t◁
λ,Ak

t◁
λ,Al

= akz
◁
s↑,

where the equality follows from Corollary 4E.7. In particular, akz
◁
s↑ ∈ FΛ

i S
◁
λ, whenever

s ∈ Std(λ +Ak) and 1 ≤ k ≤ z.
Let M be the free k[x]-module spanned by {z◁

s↑ | s ∈ Std(λ + Ak) and 1 ≤ k ≤ z}. We
claim that M = Z◁

λ↑ = FΛ
i S

◁
λ(k), which is equivalent to claiming that ak ∈ k×, for 1 ≤ k ≤

z. If x divides some ak then the K′-dimension of Z◁
λ↑ ⊗k[x] K′ is strictly smaller than the

K′[x±]-rank of FΛ
i S

◁
λ(K′[x±]) by Lemma 6A.7, which is a contradiction. Therefore, ak ∈ k

for 1 ≤ k ≤ z. An easy argument using Nakayama’s lemma (cf. [25, Proposition 4.6]), now
shows that M = Z◁

λ↑. In particular, this shows that {z◁
s↑ | s ∈ Std(λ +Ak) and 1 ≤ k ≤ z}

is a basis of Z◁
λ↑.

We can construct the promised filtration of Z◁
λ↑. Define

S◁
λ,k(k[x]) =

〈
z◁

s↑

∣∣∣ s ∈ Std(λ+Am) for 1 ≤ m ≤ k
〉
, for 0 ≤ k ≤ z.

Then Z◁
λ↑ = S◁

λ,1(k[x]) ⊃ S◁
λ,2(k[x]) ⊃ · · · ⊃ S◁

λ,z−1(k[x]) ⊃ S◁
λ,z(k[x]) ⊃ 0 and each

S◁
λ,k(k[x]) is an RΛ

n(k[x])-submodule of Z◁
λ↑ by Theorem 4F.1. By Corollary 4E.7, for

1 ≤ k ≤ z define homogeneous RΛ
n(k[x])-module homomorphisms

πk : qd◁
Ak

(λ)
S◁

λ+Ak
(k[x])−→S◁

λ,k(k[x])/S◁
λ,k−1(k[x])

by

πk

(
ψ◁

st◁
λ,Ak

+
(
RΛ

n(k[x])
)◁(λ+Ak)

)
= ψ◁

st◁
λ,Ak

ψ▷
t▷
λ+Az

t◁
λ,Az

+ S◁
λ,k−1(k[x]) = z◁

s↑ + S◁
λ,k−1(k[x]),

for s ∈ Std(λ+Ak). By construction, these maps are surjective and hence bijective in view
of Lemma 6A.7. To complete the proof we need to check that the map πk is homogeneous
of degree 0. Now, deg◁(t▷

λ,A) = deg◁(t▷
λ) + d▷

A(λ) and deg▷(t◁
λ,A) = deg◁(t◁

λ) + d◁
A(λ).

Recalling the degree shifts in the definition of Z◁
λ↑,

deg πk = deg
(
ψ▷

t▷
λ+Az

t◁
λ,Az

)
+ deg◁

(
t◁
λ,Ak

)
− (def(λ) + deg▷(t▷

λ)) − d◁
Ak

(λ) = 0,

where we have once again used Corollary 4D.6. □
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Corollary 6A.10. Suppose that L is a k[x]-module, λ ∈ Pℓ
α and let A1 > · · · > Az be

the addable i-nodes of λ. Then there exist RΛ
α+αi

(L)-module filtrations

FΛ
i (S◁

λ(L)) = S◁
λ,1(L) ⊃ S◁

λ,2(L) ⊃ · · · ⊃ S◁
λ,z−1(L) ⊃ S◁

λ,z(L) ⊃ 0

FΛ
i (S▷

λ(L)) = S▷
λ,z(L) ⊃ S◁

λ,z−1(L) ⊃ · · · ⊃ S▷
λ,2(L) ⊃ S▷

λ,1(L) ⊃ 0

such that

S◁
λ,k(L)/S◁

λ,k+1(L) ∼= q
d◁

Ak
(λ)
S◁

λ+Ak
(L)

and

S▷
λ,k(L)/S▷

λ,k−1(L) ∼= q
d▷

Ak
(λ)
S▷

λ+Ak
(L), for 1 ≤ k ≤ z.

In particular, this result includes filtrations of the induced Specht modules for the
cyclotomic KLR algebras RΛ

n (k). In type A(1)
e−1, this includes the main theorem of [25,

Theorem 4.11], which describes Specht filtrations of the Rα+αi
n (L)-modules FΛ

i

(
S△λ (L)

)
for △ ∈ {◁, ▷}.

Finally, we note that we obtain the graded branching rules for the Specht modules of
RΛ

n(K[x]) by taking L = K, or L = K[x], in Corollary 6A.5 and Corollary 6A.10.

6B. Two dualities. As in subsection 6A, we continue to assume that (c, r) is a content
system with values in k[x] and let K be a field that is a k-algebra. In this subsection we
work in the categories RepK RΛ

n(K[x]) and ProjK RΛ
n(K[x]) of graded RΛ

n(K[x])-modules that
are finite dimensional as K-vector spaces.

Recall from (2C.4) that ⊛ defines a graded duality on RΛ
n(K[x])-modules. Similarly,

define # to be the graded functor given by

M# = HOMRΛ
n(K[x])

(
M,RΛ

n(K[x])
)
, for M ∈ RepK RΛ

n(K[x]), (6B.1)

with the natural action of RΛ
n(K[x]) on M#. Consider ⊛ and # as endofunctors of

RepK RΛ
n(K[x]) and ProjK RΛ

n(K[x]). As noted in [11, Remark 4.7], Theorem 4E.10 im-
plies that these two functors agree up to shift.

Lemma 6B.2. Let α ∈ Q+. Then # ∼= q2 def(α) ◦ ⊛ as endofunctors of RepK RΛ
α(K[x]).

Proof. By Theorem 4E.10, RΛ
α(K[x]) ∼= q2 def(α)(RΛ

α(K[x]))⊛. If M ∈ RepK RΛ
α(K[x]) then

M# = HOMRΛ
α(K[x])

(
M,RΛ

α(K[x])
)

= HOMRΛ
α

(
M, q2 def(α)

(
RΛ

α(K[x])
)⊛)

∼= HOMRΛ
α

(
M, q2 def(α) HOMK[x]

(
RΛ

α(K[x]),K[x]
))

∼= q2 def(α) HOMK[x]
(
M ⊗RΛ

α(K[x]) RΛ
α(K[x]),K[x]

)
∼= q2 def(α)M⊛,

where the third isomorphism is the standard hom-tensor adjointness. All of these isomor-
phisms are functorial, so the lemma follows. □

As M is a finite dimensional K-vector space, (M⊛)⊛ ∼= M for all M ∈ RepK RΛ
n(K[x]).

Hence, (M#)# ∼= M by Lemma 6B.2. Therefore, ⊛ and # define self-dual equivalences
on the module categories RepK RΛ

n(K[x]) and ProjK RΛ
n(K[x]).
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Proposition 6B.3. Suppose that i ∈ I. Then there are functorial isomorphisms
⊛ ◦ EΛ

i
∼= EΛ

i ◦ ⊛ : RepK RΛ
n+1(K[x])−→RepK RΛ

n(K[x]),

# ◦ FΛ
i

∼= FΛ
i ◦ #: ProjK RΛ

n(K[x])−→ProjK RΛ
n+1(K[x]).

Proof. The isomorphism ⊛ ◦ EΛ
i

∼= EΛ
i ◦ ⊛ is immediate from the definitions. For the

second isomorphism, recall that if P ∈ ProjK RΛ
n(K[x]) then

HOMRΛ
n(K[x])(P,M) ∼= HOMRΛ

n(K[x])

(
M,RΛ

n(K[x])
)

⊗RΛ
n(K[x]) M,

for any RΛ
n(K[x])-module M . Now,(

RΛ
n+1(K[x])1n,i

)#
= HOMRΛ

n+1K[x])

(
RΛ

n+1(K[x])1n,1,RΛ
n+1(K[x])

)
∼= RΛ

n+1(K[x])1n,i,

where the last isomorphism follows because 1∗
n,i = 1n,i. Therefore,

FΛ
i

(
P#

)
= HOMRΛ

n(K[x])

(
P,RΛ

n(K[x])
)

⊗RΛ
n(K[x]) RΛ

n+1(K[x])1n,i

∼= HOMRΛ
n(K[x])

(
P,RΛ

n+1(K[x])1n,i

)
∼= HOMRΛ

n(K[x])

(
P,HOMRΛ

n+1(K[x])

(
1n,iRΛ

n+1(K[x]),RΛ
n+1(K[x])

))
∼= HOMRΛ

n+1(K[x])

(
P ⊗RΛ

n(K[x]) RΛ
n+1(K[x])1n,i,RΛ

n+1(K[x])
)

∼=
(
FΛ

i P
)#

,

where the second last isomorphism is the usual tensor-hom adjointness. □

It follows from Proposition 6B.3 and Lemma 6B.2 that the functors ⊛ and FΛ
i , and #

and EΛ
i , commute up to shift.

6C. Grothendieck groups and the Cartan pairing. We are now ready to prove the
categorification theorems from the introduction, which will allow us to classify the simple
RΛ

n(K[x])-modules and prove our modular branching rules. As in the last two subsections
we continue to assume that RΛ

n(K[x]) is defined using a graded content system with values
in k[x], and where the field K is a k-algebra. In particular, this means that the graded
branching rules for the Specht modules for RΛ

n(K[x]) are given by the results in subsec-
tion 6A.

Recall that q is an indeterminate over Z and that A = Z[q, q−1]. Let [RepK RΛ
n(K[x])],

[ProjK RΛ
n(K[x])], be the Grothendieck groups of the corresponding categories of graded

RΛ
n(K[x])-modules, which are categories of finite dimensional K-vector spaces. We consider

each of these Grothendieck groups as A-modules, where q acts by grading shift. If M is a
module in one of these categories, let [M ] be its image in the corresponding Grothendieck
group. Since q is the grading shift functor, which is exact, [qM ] = q[M ].

Rather than considering the Grothendieck groups in isolation it is advantageous to
consider all of them together. Define[

RepK RΛ
• (K[x])

]
=
⊕
n ≥ 0

[
RepK RΛ

n(K[x])
]

and [
ProjK RΛ

• (K[x])
]

=
⊕
n ≥ 0

[
ProjK RΛ

n(K[x])
]
.
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These Grothendieck groups are independent of the choice of cellular basis in Theorem 4F.1,
however, we give parallel categorification results for the two ψ-bases of RΛ

n(K[x]).
By Proposition 6A.1, the induction and restriction functors FΛ

i and EΛ
i are exact and

send projectives to projectives. Therefore they induce A-linear automorphisms of the
Grothendieck groups

[
RepK RΛ

• (K[x])
]

and
[
ProjK RΛ

• (K[x])
]
, which are given by

FΛ
i [M ] =

[
FΛ

i M
]

and EΛ
i [M ] =

[
EΛ

i M
]

for all modules M and i ∈ I.
Let M and N be free A-modules. A semilinear map of A-modules is a Z-linear map

θ : M −→ N such that θ(qdm) = q−dθ(m) = qdθ(m), for all d ∈ Z and m ∈ M . A
sesquilinear map f : M ×N−→A is a function that is semilinear in the first variable and
linear in the second.

Let ⟨ , ⟩ :
[
ProjK RΛ

• (K[x])
]

×
[
RepK RΛ

• (K[x])
]

−→ A be the Cartan pairing, which is
determined by 〈

[P ], [M ]
〉

= δmn dimq HOMRΛ
n(K[x])

(
P,M

)
, (6C.1)

for P ∈ ProjK RΛ
m(K[x]) and M ∈ RepK RΛ

n(K[x]). The Cartan pairing is sesquilinear
because

HOMRΛ
n(K[x])

(
q−kP,M

)
∼= HOMRΛ

n(K[x])

(
P, qkM

)
∼= qk HOMRΛ

n(K[x])(P,M),

for any k ∈ Z. The Cartan pairing is characterised by either of the two properties:〈
[Y ◁

λ ], [D◁
µ]
〉

= δλµ or
〈
[Y ▷

ν ], [D▷
σ

〉
= δνσ (6C.2)

for λ,µ ∈ K◁
n or ν,σ ∈ K▷

n, respectively.

Remark 6C.3. By the remarks after Theorem 5A.3, as abelian groups,[
RepK RΛ

n(K[x])
]

∼=
[
Rep RΛ

n (K)
]

and
[
ProjK RΛ

n(K[x])
]

∼=
[
Proj RΛ

n (K)
]
.

In what follows, we could work with the Grothendieck groups[
Rep RΛ

n (K)
]

and
[
Proj RΛ

n (K)
]
.

6D. Fock spaces. This subsection proves that
[
ProjK RΛ

• (K[x])
]

and
[
RepK RΛ

• (K[x])
]

cat-
egorify the integral form and its dual, respectively, of an irreducible integrable highest
weight module of the quantised Kac–Moody algebra Uq(gΓ). We start by recalling the
results and definitions that we need from the Kac–Moody universe. The arguments in this
subsection are mostly standard, and follow (and correct) [52]. Our approach is similar
to [11] except that we use the representation theory of the KLR algebras to construct the
canonical bases, rather than vice versa. What is non-standard is that these arguments
apply simultaneously in types A(1)

e−1 and C
(1)
e−1.

Recall A = Z[q, q−1]. Set A = Q(q). For i ∈ I and k ∈ Z let [k]i = (qk
i − q−k

i )/(qi − q−1
i ),

where qi = qdi . If k > 0 set [k]i! = [1]i[2]i . . . [k]i. For non-commuting indeterminates u
and v and i ∈ I set (

adqi u
)c

(v) =
c∑

d=0
(−1)d [c]i!

[c−d]i![k]i!u
c−dvud.
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Definition 6D.1. The quantum group Uq(gΓ) is the A-algebra with generators Ei, Fi,
K±

i , for i ∈ I, and relations:
KiKj = KjKi,KiK

−1
i = 1, [Ei, Fj ] = δij

Ki−K−1
i

qi−q−1
i

,

KiEjK
−1
i = qcijEj ,KiFjK

−1
i = q−cijFj ,

(adqi Ei)1−cij (Ej) = 0 = (adqi Fi)1−cij (Fj), for i ̸= j.

The quantum group Uq(gΓ) is a Hopf algebra with coproduct determined by

∆(Ki) = Ki ⊗Ki,∆(Ei) = Ei ⊗Ki + 1 ⊗ Ei and ∆(Fi) = Fi ⊗ 1 +K−1
i ⊗ Fi,

for i ∈ I.

We will only need basic facts about highest weight theory and canonical bases for Uq(gΓ).
Detailed accounts of the representation theory of gΓ and Uq(gΓ) can be found in [3, 30, 47].

Definition 6D.2. Let Λ ∈ P+. The combinatorial Fock spaces F Λ◁
A and F Λ▷

A are the free
A-modules with basis the sets of symbols {s◁

λ | λ ∈ Pℓ
•} and {s▷

λ | λ ∈ Pℓ
•}, respectively.

Set F Λ◁
A = A ⊗A F Λ◁

A and F Λ▷
A = A ⊗A F Λ▷

A .

By definition, F Λ◁
A and F Λ▷

A are infinite dimensional A-vector spaces. For △ ∈ {◁, ▷},
identify s△λ with 1A ⊗A s△λ , for λ ∈ Pℓ

n. Then {s△λ | λ ∈ Pℓ
•} is an A-basis F Λ△

A .
Let 0ℓ = (0| . . . |0) ∈ Pℓ

• be the empty ℓ-partition. Recall the integers d◁
A(λ), d▷

A(λ),
and di(λ) from Definition 4D.3. Note that these definitions depend on (Λ,ρ).

Theorem 6D.3 (Hayashi [23], Misra-Miwa [58], Premat [61]). Let Λ ∈ P+.
(a) The Fock space F Λ◁

A is an integrable Uq(gΓ)-module with Uq(gΓ)-action determined
by

Ei · s◁
λ =

∑
B ∈ Remi(λ)

q−d▷
B(λ)s◁

λ−B, Fi · s◁
λ =

∑
A ∈ Addi(λ)

qd◁
A(λ)s◁

λ+A,

and Ki · s◁
λ = q−di(λ)s◁

λ, for i ∈ I and λ ∈ Pℓ
n.

(b) The Fock space F Λ▷
A is an integrable Uq(gΓ)-module with Uq(gΓ)-action determined

by

Ei · s▷
λ =

∑
B ∈ Remi(λ)

q−d◁
B(λ)s▷

λ−B, Fi · s▷
λ =

∑
A ∈ Addi(λ)

qd▷
A(λ)s▷

λ+A,

and Ki · s▷
λ = q−di(λ)s▷

λ, for i ∈ I and λ ∈ Pℓ
n.

Proof. To prove (a) and (b) it is enough to verify that these actions respect the relations
of Uq(gΓ). Recall the sign automorphism of subsection 5E. In particular, by Lemma 5E.4,
d◁

A(λ) = d▷ε
A′(λ′), where if A ∈ Add(λ) ∪ Rem(λ) then d◁

A(λ) is computed with respect
to (Λ,ρ) and d▷ε

A′(λ) is computed with respect to (Λε,ρε). Hence, parts (a) and (b) are
equivalent and it suffices to prove (b).

If Γ is a quiver of type A(1)
e−1 then (b) is due to Hayashi [23] in level 1, with the result in

higher levels following by applying the coproduct, as was observed by Misra and Miwa [58].
For quivers of type C(1)

e−1, this was proved by Premat [61, Theorem 3.1] in level 1 (see
also Kim and Shin [37]), with the result in higher levels again following by applying the
coproduct, as noted already in [8, §1]. □
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Theorem 6D.3 does not give the Uq(gΓ)-actions on the Fock spaces that we want be-
cause this action does not commute with the bar involution on L(Λ), which is introduced
in subsection 6E below. Let τ : Uq(gΓ)−→Uq(gΓ) be anti-linear anti-automorphism given
by

τ(Ki) = K−1
i , τ(Ei) = qdiFiK

−1
i and τ(Fi) = q−diKiEi for i ∈ I.

This map is not an involution but it is invertible. Twisting the Uq(gΓ)-action from Theo-
rem 6D.3 by τ gives the Uq(gΓ)-action on the Fock space that we need.

Corollary 6D.4. Suppose that Λ ∈ P+.
(a) The Fock space F Λ◁

A is an integrable Uq(gΓ)-module with Uq(gΓ)-action determined
by

Eis◁
λ =

∑
B ∈ Remi(λ)

qd◁
B(λ)s◁

λ−B, Fis◁
λ =

∑
A ∈ Addi(λ)

q−d▷
A(λ)s◁

λ+A,

and Kis◁
λ = qdi(λ)s◁

λ, for i ∈ I and λ ∈ Pℓ
n.

(b) The Fock space F Λ▷
A is an integrable Uq(gΓ)-module with Uq(gΓ)-action determined

by

Eis▷
λ =

∑
B ∈ Remi(λ)

qd▷
B(λ)s▷

λ−B, Fis▷
λ =

∑
A∈Addi(λ)

q−d◁
A(λ)s▷

λ+A,

and Kis▷
λ = qdi(λ)s▷

λ, for i ∈ I and λ ∈ Pℓ
n.

Proof. We consider only (a) and leave part (b) to the reader since this is similar. Us-
ing Theorem 6D.3, and the fact that τ is an anti-isomorphism of Uq(gΓ), we can define a
new action of Uq(gΓ) on F Λ◁

A by Eis◁
λ = τ(Fi) · s◁

λ, Fis◁
λ = τ(Ei) · s◁

λ and Kis◁
λ = τ(Ki) · s◁

λ,
for i ∈ I and λ ∈ Pℓ

n. Therefore,

Eis◁
λ = τ(Fi) · s◁

λ = q−diKiEi · s◁
λ =

∑
B∈Remi(λ)

qdi+di(λ)−d▷
B(λ)s◁

λ−B

=
∑

B ∈ Remi(λ)
qd◁

B(λ)s◁
λ−B,

where the last equality follows from (4.32a). The other identities are similar. □

In what follows we always use the Uq(gΓ)-action on the Fock spaces F Λ◁
A and F Λ▷

A
from Corollary 6D.4. We work with both Fock spaces because they are closely intertwined
and by using both Fock spaces we will be able to determine the labelling of the simple
RΛ

n(K[x])-modules and the map m from Definition 5D.1. As our notation suggests, the Fock
spaces F Λ◁

A and F Λ▷
A can be naturally associated with the ψ◁ and ψ▷-bases of RΛ

n(K[x]),
respectively. To make this connection precise we need a little more notation.

A vector v in a Uq(gΓ)-module has weight wt(v) = θ if Kiv = q(θ|αi)v, for all i ∈ I.
Corollary 6D.4, and (4.32b), imply that if λ ∈ Pℓ

α then

wt(s◁
λ) = Λ − α = wt(s▷

λ), for all λ ∈ Pℓ
α. (6D.5)

In particular, F Λ◁
A and F Λ▷

A are both integrable highest weight modules for Uq(gΓ) and
s◁
0ℓ

and s▷
0ℓ

are highest weight vectors of weight Λ.
Let L(Λ)A be the irreducible integrable highest weight module for Uq(gΓ) with highest

weight Λ. Then L(Λ)A = Uq(gΓ)vΛ, where vΛ is a highest weight vector of weight Λ.

Corollary 6D.6. Let Λ ∈ P+. Then Uq(gΓ)s◁
0ℓ

∼= L(Λ)A
∼= Uq(gΓ)s▷

0ℓ
as Uq(gΓ)-modules.
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Proof. By Corollary 6D.4 and (6D.5), the vectors s◁
0ℓ

∈ F Λ◁
A and s▷

0ℓ
∈ F Λ▷

A are both
highest weight vectors of weight Λ. Therefore, Uq(gΓ)s◁

0ℓ

∼= L(Λ)A
∼= Uq(gΓ)s▷

0ℓ
required.

□

To make use of this result, recall from subsection 6C that
[
RepK RΛ

• (K[x])
]

and[
ProjK RΛ

• (K[x])
]

are the direct sums of Grothendieck groups of graded RΛ
n(K[x])-modules

and graded projective RΛ
n(K[x])-modules, respectively, for n ≥ 0. In particular,[

RepK RΛ
• (K[x])

]
and

[
ProjK RΛ

• (K[x])
]

are free an A-modules.
Let Pℓ

• =
⋃

n ≥ 0 Pℓ
n, K◁

• =
⋃

n ≥ 0 K◁
n and K▷

• =
⋃

n ≥ 0 K▷
n. By Theorem 5A.3 and Theo-

rem 5B.2,
[
RepK RΛ

• (K[x])
]

comes equipped with four distinguished bases:{
[D◁

µ]
∣∣µ ∈ K◁

•
}
,
{
[S◁

µ]
∣∣µ ∈ K◁

•
} {

[D▷
ν ]
∣∣ν ∈ K▷

•
}
, and

{
[S▷

ν ]
∣∣µ ∈ K▷

•
}

(6D.7)

Here, D◁
µ = D◁

µ(K), S◁
λ = S◁

λ(K), D▷
ν = D▷

ν(K) and S▷
ν = S▷

ν(K) are finite dimensional
K-modules. In contrast, the projective Grothendieck group

[
ProjK RΛ

• (K[x])
]

has only two
natural bases: {

[Y ◁
µ ]
∣∣µ ∈ K◁

•
}

and
{
[Y ▷

ν ]
∣∣ν ∈ K▷

•
}
, (6D.8)

where, as in subsection 5B, Y ◁
µ = Y ◁

µ (K) and Y ▷
ν = Y ▷

ν (K) are the projective covers of D◁
µ

and D▷
ν , respectively. Define elements {y◁

µ | µ ∈ K◁
n} and {y▷

µ | ν ∈ K▷
n} of F Λ◁

A and F Λ▷
A ,

respectively, by setting

y◁
µ =

∑
λ ∈ Pℓ

n

dK◁
λµ(q)s◁

λ and y▷
ν =

∑
λ ∈ Pℓ

n

dK▷
λν(q)s▷

λ. (6D.9)

Set [
RepK RΛ

• (K[x])
]

A
= A ⊗A

[
RepK RΛ

• (K[x])
]

and [
ProjK RΛ

• (K[x])
]

A
= A ⊗A

[
RepK RΛ

• (K[x])
]
.

Proposition 6D.10. Suppose that Λ ∈ P+. Identify Ei and EΛ
i , and Fi and FΛ

i ◦qdiK−1
i ,

for i ∈ I. Then there are Uq(gΓ)-module embeddings

d◁
T :

[
ProjK RΛ

• (K[x])
]

A
−→F Λ◁

A ; [Y ◁
µ ] 7→ y◁

µ d▷
T :

[
ProjK RΛ

• (K[x])
]

A
−→F Λ▷

A ; [Y ▷
ν ] 7→ y▷

ν

and Uq(gΓ)-module surjections

d◁ : F Λ◁
A −→

[
RepK RΛ

• (K[x])
]

A
; s◁

λ 7→ [S◁
λ] d▷ : F Λ▷

A −→
[
RepK RΛ

• (K[x])
]

A
; s▷

λ 7→ [S▷
λ]

Consequently, [ProjK RΛ
• (K[x])]A ∼= L(Λ) ∼= [RepK RΛ

• (K[x])]A as Uq(gΓ)-modules.

Proof. Let {△,▽} = {◁, ▷}. By Theorem 5B.2 and Proposition 5B.3, there are well-defined
A-linear maps d△T and d△, with d△T injective and d△ surjective. It remains to check that
these maps are homomorphisms of Uq(gΓ)-modules.

Let i ∈ I. By Proposition 6A.1, the functors EΛ
i and FΛ

i are exact, and send pro-
jective modules to projective modules, so they both induce A-linear endomorphisms of
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the Grothendieck groups
[
ProjK RΛ

• (K[x])
]

and
[
RepK RΛ

• (K[x])
]
. Taking L = K in Corol-

lary 6A.5 and Corollary 6A.10,

Ei

[
S△λ

]
=
[
EΛ

i S
△

λ

]
=

∑
B ∈ Remi(λ)

qd△B(λ)
[
S△λ−B

]
,

Fi

[
S△λ

]
=
[
FΛ

i ◦ qdiK−1
i S△λ

]
=

∑
A ∈ Addi(λ)

qd△A(λ)+di−di(λ)
[
S△λ+A

]
=

∑
A ∈ Addi(λ)

q−d▽A(λ)
[
S△λ+A

]
,

where the last equality uses (4.32a). Therefore, by identifying Ei with the functor EΛ
i ,

and Fi with the functor FΛ
i ◦ qdiK−1

i , the linear maps d◁
T and d◁ become well-defined

Uq(gΓ)-module homomorphisms by Corollary 6D.4. As Uq(gΓ)-modules,
[
RepK RΛ

• (K[x])
]

and
[
ProjK RΛ

• (K[x])
]

are both cyclic because they are both generated by [Y △0ℓ
] = [S△0ℓ

] =
[D△0ℓ

]. By definition, d◁
T ([Y ◁

0ℓ
]) = s◁

0ℓ
and d◁(s◁

0ℓ
) = [S◁

0ℓ
], so the proposition follows since

Uq(gΓ)s◁
0ℓ

∼= L(Λ) ∼= Uq(gΓ)s▷
0ℓ

is an irreducible Uq(gΓ)-module. □

Since Kis△λ = qdi(λ)s△λ , for λ ∈ Pℓ
•, we view Ki as a grading shift functor on

RepK RΛ
n(K[x]), for i ∈ I. Hereafter, for i ∈ I we identify Ei and EΛ

i , and Fi and FΛ
i ◦

qdiK−1
i , as functors on RepK RΛ

• (K[x]) and ProjK RΛ
• (K[x]).

Remark 6D.11. Let △ ∈ {◁, ▷}. Then Proposition 6D.10 can be interpreted as saying
that there is a commutative diagram of Uq(gΓ)-modules:

[
ProjK RΛ

• (K[x])
]

A
F Λ△

A

[
RepK RΛ

• (K[x])
]

A

d△T

d△
c△

The map c△ : [ProjK RΛ
• (K[x])]A −→

[
RepK RΛ

• (K[x])
]
A is given by the Cartan matrix, which

is the natural embedding of [ProjK RΛ
• (K[x])]A into [RepK RΛ

• (K[x])]A. Of course, d△ is the
decomposition map and d△T is its transpose. Hence, Corollary 5B.4 categorifies Proposi-
tion 6D.10.

Remark 6D.12. Let ε be the sign automorphism of Γ from Definition 5E.1. Abusing
notation slightly, the quiver automorphism ε induces a unique automorphism of Uq(gΓ)
such that

ε(Ei) = Eε(i), ε(Fi) = Fε(i) and ε(Ki) = Kε(i), for all i ∈ I

Let F Λε◁
A = ⟨s◁ε

λ |λ ∈ Pℓ
•⟩A and F Λε▷

A = ⟨s▷ε
λ |λ ∈ Pℓ

•⟩A be the Fock spaces with UA(gΓ)-
action defined using the functions d◁ε

A (λ) and d▷ε
a (λ) from subsection 5E. Then Lemma 5E.4

implies that there are Uq(gΓ)-module isomorphisms tε
◁ : F Λ◁

A
∼= F Λε▷

A and tε
▷ : F Λ▷

A
∼= F Λε◁

A
given by tε

◁(s◁
λ) = s▷ε

λ′ and tε
▷(s▷

λ) = s◁ε
λ′ , for λ ∈ Pℓ

•. Equivalently, there are Uq(gΓ)-module
isomorphisms F Λ◁

A
∼= (F Λε▷

A )ε and F Λ▷
A

∼= (F Λε◁
A )ε, where the Uq(gΓ) actions on F Λε◁

A
and F Λε▷

A are twisted by ε. These results should be compared with Corollary 5E.6.

Ann. Repr. Th. 1 (2024), 2, p. 193–297 https://doi.org/10.5802/art.8

https://doi.org/10.5802/art.8


Content systems and deformations of cyclotomic KLR algebras of type A and C 269

We need to prove an “integral” version of the Uq(gΓ)-module isomorphisms in Proposi-
tion 6D.10 over A. To do this recall that Lusztig’s A-form of Uq(gΓ) is the A-subalgebra
UA(gΓ) of Uq(gΓ) that generated by the quantised divided powers E(k)

i = Ek
i /[k]! and F (k)

i

= F k
i /[k]!, for i ∈ I and k ≥ 0. For any A-module A set UA(gΓ) = A⊗A UA(gΓ).

Corollary 6D.4 implies that UA(gΓ) acts on the A-submodule F Λ△
A of F Λ△

A ; compare
with [49, Lemma 6.15] and [43, Lemma 6.2]. Set

L ◁
A(Λ) = UA(gΓ)s◁

0ℓ
and L ▷

A(Λ) = UA(gΓ)s▷
0ℓ
. (6D.13)

Then Proposition 6D.10 implies that A ⊗A L ◁
A(Λ) ∼= L(Λ) ∼= A ⊗A L ▷

A(Λ), as Uq(gΓ)-
modules, and that:

Corollary 6D.14. Suppose that Λ ∈ P+. Then L ◁
A(Λ) ∼=

[
ProjK RΛ

• (K[x])
] ∼= L ▷

A(Λ) as
UA(gΓ)-modules.

The analogue of this result for
[
RepK RΛ

• (K[x])
]

requires some Lie theory. Define sym-
metric bilinear forms ( , )◁ : F Λ◁

A × F Λ◁
A −→A and ( , )▷ : F Λ▷

A × F Λ▷
A −→A by(

s◁
λ, s◁

µ

)◁
= δλµq

def λ and
(
s▷
λ, s▷

µ

)▷
= δλµq

def λ for λ,µ ∈ Pℓ
•, (6D.15)

and extending linearly. By definition, both of these bilinear forms are non-degenerate. By
restriction, we consider ( , )◁ and ( , )▷ as (possibly degenerate) bilinear forms on L ◁

A(Λ)
and L ▷

A(Λ), respectively.

Lemma 6D.16. Let △ ∈ {◁, ▷}. The bilinear form ( , )△ on L△

A (Λ) is characterised by
the properties:

(s△0ℓ
, s△0ℓ

)△ = 1,
(
Eiu, v

)△ =
(
u, Fiv

)△ and
(
Fiu, v

)△ =
(
u,Eiv

)△
,

for all i ∈ I and u, v ∈ L△

A (Λ).

Proof. By definition, (s△0ℓ
, s△0ℓ

) = 1. Let i ∈ I. To show that Ei and Fi are biadjoint
with respect to ( , ) it is enough to consider the cases when u = s△µ and v = s△λ , for
λ,µ ∈ Pℓ

•. By Corollary 6D.4, (Fis△µ , s△λ )△ = 0 = (s△µ , Eis△λ )△ unless λ = µ + A for
some A ∈ Addi(λ). Moreover, if A ∈ Addi(µ) and λ = µ + A then using Corollary 6D.4
and Lemma 4D.4,(

Fis△µ , s△λ
)
△

= qdef(λ)−d▽A(µ) = qdef(λ)−di(µ)+di+d△A(µ) = qdef(µ)+d△A(µ) =
(
s△µ , Eis△λ

)
△

.

Similarly, (Eis△λ , s△µ )△ = (s△λ , Fis△µ )△, for all λ,µ ∈ Pℓ
n. As s△0ℓ

is the highest weight vector
of weight Λ in the irreducible module A ⊗A L△

A (Λ), it follows by induction on weight that
these three properties uniquely determine the bilinear form ( , )△ on L△

A (Λ). □

As the next result shows, the pairings ( , )◁ and ( , )▷ are closely related to the Cartan
pairing defined in (6C.1). Recall the functor # from (6B.1).

Lemma 6D.17. Suppose that u ∈
[
ProjK RΛ

• (K[x])
]

and v ∈ F Λ◁
A with wt(v) = β. Then(

d◁
T

(
u#
)
, v
)◁

= qdef(β) ⟨u, d◁(v)⟩ and
(
d▷

T

(
u#
)
, v
)▷

= qdef(β) ⟨u, d▷(v)⟩
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Proof. Let △ ∈ {◁, ▷}. It is enough to check this when x = qa[Y △µ ] and v = s△λ , for a ∈ Z,
µ,λ ∈ K△• and λ ∈ Pℓ

•. As ⟨ , ⟩ is sesquilinear, and ( , )△ is bilinear,

qdef(λ)
〈
qa
[
Y △µ

]
, d△

(
s△λ
)〉

= qdef(λ)−a
∑

ν ∈ K△•

dK△
λν (q)

〈[
Y △µ

]
,
[
D△ν

]〉

= qdef(λ)−adK△
λµ (q) = q−a

∑
ν ∈ K△•

dK△
νµ (q)

(
s△ν , s△λ

)
△

= q−a
(
d△T
([
Y △µ

])
, s△λ

)
△

=
(

d△T
([
qaY △µ

]#)
, s△λ

)
△

.

The last equality follows because [qaY △µ ]# = q−a[Y △µ ], by (6B.1), since Y △µ is projective.
□

We can now show that the Cartan pairing is biadjoint with respect to FΛ
i and EΛ

i , for
i ∈ I.

Theorem 6D.18. Let u ∈
[
ProjK RΛ

• (K[x])
]
, v ∈

[
RepK RΛ

• (K[x])
]
,and i ∈ I. Then〈

FΛ
i u, v

〉
=
〈
u,EΛ

i v
〉

and
〈
EΛ

i u, v
〉

=
〈
u, FΛ

i v
〉
.

Proof. Let △ ∈ {◁, ▷}. Since DK△
n is surjective, we can write v = d△(v̇) where v̇ ∈ LA(Λ)

and wt(v̇) = Λ − α. Then ⟨EΛ
i u, v⟩ = 0 unless wt(u) = Λ − α + αi, in which case we

compute〈
EΛ

i u, v
〉

=
〈
Eiu, d△(v̇)

〉
= q− def(α)

(
d△T
(
(Eiu)#

)
, v̇
)
△

by Lemma 6D.17,

= qdef(α)
(
Eid△T

(
u⊛
)
, v̇
)
△

, by Lemma 6B.2 and Proposition 6B.3,

= qdef(α)
(
d△T
(
u⊛
)
, Fiv̇

)
△

, by Lemma 6D.16,

= q− def(α)−2 def(α−αi)
(
d△T
(
u#
)
, Fiv̇

)
△

, by Lemma 6B.2,

= q− def(α−αi) ⟨u, Fiv⟩ , by Lemma 6D.17,

=
〈
u, FΛ

i v
〉
,

where the last equality uses (4.32c) and the identifications of Fi and FΛ
i ◦ q−diK−1

i

from Proposition 6D.10. A similar calculation shows that
〈
u,EΛ

i v
〉

=
〈
FΛ

i u, v
〉
. □

Remark 6D.19. Working over a positively graded ring, Kashiwara [35, Theorem 3.5]
shows that (EΛ

i , F
Λ
i ) is a biadjoint pair, which implies Theorem 6D.18. Lemma 6D.17

can be interpreted as saying that the Cartan pairing categorifies the Shapovalov form;
compare [11, Lemma 3.1 and Theorem 4.18(4)].

The modules L ◁
A(Λ) and L ▷

A(Λ) are standard A-forms of the irreducible Uq(gΓ)-module
L(Λ). The corresponding costandard A-forms of L(Λ) are the dual lattices:

L ◁
A(Λ)∗ =

{
v ∈ L ◁

A(Λ)
∣∣ ⟨u, v⟩ ∈ A for all u ∈ L ◁

A(Λ)
}

L ▷
A(Λ)∗ =

{
v ∈ L ▷

A(Λ)
∣∣ ⟨u, v⟩ ∈ A for all v ∈ L ▷

A(Λ)
}

By Lemma 6D.17, L△

A (Λ)∗ = {v ∈ A ⊗A L△

A (Λ) | (u, v)△ ∈ A for all u ∈ L△

A (Λ)}.
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We can now prove the main result of this subsection. Categorical analogues of this
result have been obtained by Brundan and Kleshchev [11, Theorem 4.18] in type A(1)

e−1 and
Kang and Kashiwara [31, Theorem 6.2] for all symmetrisable Kac–Moody algebras. The
following theorem provides an explicit bridge between the graded representation theory of
RΛ

n(K[x]) and the representation theory of UA(gΓ), which will be exploited in the following
subsections.

Theorem 6D.20 (Cyclotomic categorification). Suppose that Λ ∈ Q+. Then, as UA(gΓ)-
modules,

L ◁
A(Λ) ∼=

[
ProjK RΛ

• (K[x])
]

∼= L ▷
A(Λ) and L ◁

A(Λ)∗ ∼=
[
RepK RΛ

• (K[x])
]

∼= L ▷
A(Λ)∗.

Proof. The two isomorphisms for [ProjK RΛ
• (K[x])] were already noted in Corollary 6D.14.

Let △ ∈ {◁, ▷}. Using the fact that L△

A (Λ) ∼= [ProjK RΛ
• (K[x])], together with (6C.1)

and Theorem 6D.18, shows that L△

A (Λ)∗ ∼= [RepK RΛ
• (K[x])] as UA(gΓ)-modules. □

In particular, note that Theorem 6D.20 implies that the sets K◁
n and K▷

n are independent
of the field K. (In fact, this already follows from Proposition 6D.10.) We will soon give
recursive descriptions of these sets.

6E. Canonical bases. A key feature of integrable highest weight modules is that they
come equipped with the closely related canonical bases and crystal bases. This subsection
connects the natural bases of [ProjK RΛ

• (K[x])] and [RepK RΛ
• (K[x])] with canonical bases

of LA(Λ) and LA(Λ)∗.

Lemma 6E.1. Let i ∈ I. Then Ei ◦ ⊛ ∼= ⊛ ◦ Ei and Fi ◦ ⊛ ∼= ⊛ ◦ Fi as functors on
RepK RΛ

• (K[x]).

Proof. By Proposition 6B.3, EΛ
i commutes with ⊛ as functors on RepK RΛ

• (K[x]). There-
fore, it is enough to show that Fi ◦ ⊛ ∼= ⊛ ◦ Fi as functors on RepK RΛ

α(K[x]), for α ∈ Q+.
As in Proposition 6D.10, identify Fi with the functor FΛ

i ◦ qdiK−1
i = q−diKi ◦ FΛ

i on
RepK RΛ

α(K[x]). Then there are isomorphisms

Fi ◦ ⊛ ∼= qdiFΛ
i K

−1
i ◦ q−2 def α# by Lemma 6B.2,

∼= qdi−di(α)−2 def αFΛ
i ◦ # where di(α) = (Λ − α|αi),

∼= qdi−di(α)−2 def α# ◦ FΛ
i by Proposition 6B.3,

∼= q−2 def(α+αi)# ◦ qdi(α)−di ◦ FΛ
i by Lemma 4D.4,

∼= ⊛ ◦ q−diKiF
Λ
i

∼= ⊛ ◦ Fi, by Lemma 6B.2.

So, Ei and Fi commute with ⊛ when acting on RepK RΛ
• (K[x]) (and as functors on

ProjK RΛ
• (K[x])). □

In contrast, Ei and Fi do not commute with # — and nor do the functors FΛ
i and ⊛.

The functors # and ⊛ of Equations (6B.1) and (2C.4), respectively, induce semilinear
automorphisms of [ProjK RΛ

• (K[x])] and [RepK RΛ
• (K[x])], which are given by:

[P ]# = [P#], and [M ]⊛ = [M⊛]
for M ∈ RepK RΛ

n(K[x]) and P ∈ ProjK RΛ
n(K[x]). Lemma 6B.2 shows that these auto-

morphisms are closely related. By restriction, we consider ⊛ as a semilinear automorphism
of [ProjK RΛ

• (K[x])].
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The bar involution on : Uq(gΓ)−→Uq(gΓ) is the unique semilinear involution such that
Ei = Ei, Fi = Fi and Ki = K−1

i , for all i ∈ I.

Recall that Λ ∈ P+ is a dominant weight and that L(Λ) = Uq(gΓ)vΛ is an integrable
highest weight module, where vΛ a highest weight vector of weight Λ. The bar involution
of Uq(gΓ) induces a unique semilinear bar involution on L(Λ) such that vΛ = vΛ and
av = a v, for all a ∈ Uq(gΓ) and v ∈ L(Λ).

Corollary 6E.2. Let u ∈ L ◁
A(Λ), v ∈ L ▷

A(Λ) and p ∈
[
ProjK RΛ

• (K[x])
]
. Then

d◁(u)⊛ = d◁(u), d▷(v)⊛ = d▷(v), d◁
T (p#) = q2 def(α)d◁

T (p), d▷
T (p#) = q2 def(α)d▷

T (p).

Proof. Let △ ∈ {◁, ▷}. Since s△0ℓ
= s△0ℓ

= s△0ℓ

⊛ is the highest weight vector in L△

A (Λ),
arguing by induction on weight using Lemma 6E.1, it follows that d△(f) = (d△(f))⊛, for all
f ∈ L△

A (Λ). As [ProjK RΛ
• (K[x])] embeds into [RepK RΛ

• (K[x])], d△T (p⊛) = d△T (p), for all p ∈
[ProjK RΛ

• (K[x])]. Hence, d△T (p#) = q2 def αd△T (p) since # ∼= q2 def(α)◦⊛ by Lemma 6B.2. □

That is, ⊛ categorifies the bar involution on the Fock space.
Remark 6E.3. The Fock spaces F Λ◁

A and F Λ▷
A are both integrable highest weight mod-

ules. Hence, both Fock spaces come equipped with bar involutions that are unique
up to a choice of scalars, corresponding to the choice of highest weight vectors. Mo-
tivated by Proposition 4F.9, let t : F Λ◁

A −→ F Λ▷
A be the unique linear map such that

t(s◁
λ) = qdef λs▷

λ, for λ ∈ Pℓ
•. Then Corollary 6D.4, Proposition 6D.10 and Lemma 4D.4

imply that t is a Uq(gΓ)-module isomorphism and that t ◦ = ◦ t. Similarly, the map
t′ : F Λ▷

A → F Λ◁
A , which sends s▷

λ to qdef λs◁
λ for λ ∈ Pℓ

•, is a Uq(gΓ)-module isomorphism
and t′ ◦ = ◦ t′. Moreover, t ◦ t′ and t′ ◦ t are both identity maps. We will not
use these observations in what follows, except implicitly in the sense that, as this remark
suggests, working with the two Fock spaces, F Λ◁

A and F Λ▷
A , serves as a replacement for

giving an explicit description of the bar involution on either Fock space.
Lemma 6E.4. Suppose that P ∈ Proj RΛ

n (F ) and M ∈ Rep Rm
n (F ). Then〈

[P ], [M ]⊛
〉

= ⟨[P ]#, [M ]⟩.
Proof. This is a standard tensor-hom adjointness argument; see, for example, [11, Lem-
ma 2.5]. □

By (6C.1), with respect to the Cartan pairing, the bases {[Y ◁
µ ] | µ ∈ K◁

•} and {[Y ▷
ν ] | ν ∈

K▷
•} of

[
ProjK RΛ

• (K[x])
]

are dual to the bases {[D◁
µ] | µ ∈ K◁

•} and {[D▷
ν ] | ν ∈ K▷

•} of[
RepK RΛ

• (K[x])
]
, respectively. The projective Grothendieck group

[
ProjK RΛ

• (K[x])
]

comes
equipped with only one natural basis {[Y △µ ] | µ ∈ K△• }. In contrast, the Grothendieck
group

[
RepK RΛ

• (K[x])
]

has two quite different bases, {[D△µ ] | µ ∈ K△• } and {[S△µ ] | µ ∈
K△• }, given by the simple modules and the Specht modules. To define a second basis of
[ProjK RΛ

n(K[x])], which turns out to be dual to the dual Specht modules, define the inverse
graded decomposition numbers to be the Laurent polynomials eK◁

λµ(−q), eK▷
µσ(−q) ∈ A given

by (
eK◁

λµ(−q)
)

=
(
dK◁

λµ(q)
)−1

and
(
eK▷

σν(−q)
)

=
(
dK▷

σν(q)
)−1

, (6E.5)
where λ,µ ∈ K◁

n, ν,σ ∈ K▷
n and the rows and columns of these matrices are ordered

using the lexicographic orders <lex and >lex, respectively. These polynomials are well-
defined because these submatrices of the decomposition matrices of RΛ

n(K[x]) are lower

Ann. Repr. Th. 1 (2024), 2, p. 193–297 https://doi.org/10.5802/art.8

https://doi.org/10.5802/art.8


Content systems and deformations of cyclotomic KLR algebras of type A and C 273

unitriangular square matrices by Theorem 5B.2. For µ ∈ K◁
n and ν ∈ K▷

n define virtual
projective modules by

X◁
µ =

∑
λ⊴µ

eK◁
λµ(−q) [Y ◁

λ ] and X▷
ν =

∑
σ ⊵ ν

eK▷
σν(−q) [Y ▷

σ ] , (6E.6)

where λ ∈ K◁
n and σ ∈ K▷

n in the sums. As the matrices in (6E.5) are invertible,⋃
n ≥ 0{X◁

µ | µ ∈ K◁
n} and

⋃
n ≥ 0{X▷

ν | ν ∈ K▷
n} are both A-bases of

[
ProjK RΛ

• (K[x])
]
. The

definition of the X△-bases suggests that these elements depend on K but the next result
shows that these elements are independent of K.

Lemma 6E.7. Suppose that µ,λ ∈ K◁
n and ν,σ ∈ K▷

n. Then ⟨X◁
µ, [S◁

λ]⊛⟩ = δλµ and
⟨X▷

ν , [S▷
σ]⊛⟩ = δνσ.

Proof. It is enough to prove the first statement as the second follows by symmetry. By
the definitions,

〈
X◁

µ, [S◁
σ]⊛

〉
=
〈∑

λ⊴µ

eK◁
λµ(−q) [Y ◁

λ ], [S◁
σ]⊛

〉
=
∑

λ⊴µ

eK◁
λµ(−q)

〈
[Y ◁

λ ], [S◁
σ]⊛

〉
=
∑

λ⊴µ

eK◁
λµ(−q)

〈
[Y ◁

λ ],
∑

τ ⊵σ

dK◁
στ (q)[D◁

τ ]⊛
〉

=
∑

τ ⊵σ
λ⊴µ

dK◁
στ (q) eK◁

λµ(−q) ⟨[Y ◁
λ ], [D◁

τ ]⟩

=
∑

σ ⊴λ⊴µ

dK◁
σλ(q) eK◁

λµ(−q),

where the last equality follows by (6C.2). Note that in these sums, λ, τ ∈ K△n . The result
now follows by (6E.5). □

Applying the two bar involutions # and ⊛ shows that if △ ∈ {◁, ▷} then[
Y △µ

]#
=
[
Y △µ

]
and

[
D△µ

]⊛
=
[
D△µ

]
, for µ ∈ K△n , (6E.8)

with the #-identities following because Y ◁
µ and Y ▷

ν are projective and the ⊛-identities
coming from Theorem 5A.3. It is less clear what these involutions do to the other bases
of
[
ProjK RΛ

• (K[x])
]

and
[
RepK RΛ

• (K[x])
]
.

Lemma 6E.9. Let µ ∈ K◁
n and ν ∈ K▷

n. Then(
X◁

µ

)#
= X◁

µ +
∑
λ ◁ µ

x◁
λµ(q)X◁

λ,
[
S◁

µ

]⊛
=
[
S◁

µ

]
+
∑
λ ◁ µ

s◁
µλ(q) [S◁

λ] ,

(X▷
ν)# = X▷

ν +
∑
σ ▷ ν

x▷
σν(q)X▷

σ, [S▷
ν ]⊛ = [S▷

ν ] +
∑
σ ▷ ν

s▷
νσ(q) [S▷

σ] .

for Laurent polynomials x◁
λµ(q), s◁

λµ(q), x▷
σν(q), s▷

σµ(q) ∈ A with λ ∈ K◁
n and σ ∈ K▷

n.
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Proof. Let σ ∈ K◁
n. Using Theorem 5B.2 and (6E.5),

[
S◁

µ

]⊛
=

∑
α⊴µ

dK◁
µα(q) [D◁

α]

⊛

=
∑

α⊴µ

dK◁
µα(q) [D◁

α]

=
∑

α⊴µ

dK◁
µα(q)

∑
λ⊴α

eK◁
αλ(−q) [S◁

λ]

=
[
S◁

µ

]
+
∑
λ ◁ µ

 ∑
α ∈ K◁

n
λ⊴α⊴µ

dK◁
µα(q)eK◁

λµ(−q) [αλ]

 [S◁
λ] ,

where the last equality follows because dK◁
µµ(q) = 1 = eK◁

µµ(−q) by Theorem 5B.2. This
proves the result for [S◁

µ]⊛, which this implies that X◁
µ

# has the required expansion
by Lemma 6E.7 and Lemma 6E.4. The remaining claims are similar. □

Theorem 6E.10. Let µ ∈ K◁
n and ν ∈ K▷

n. Then there exist bases {Y◁
µ | µ ∈ K◁

n} and
{Y▷

ν | ν ∈ K▷
n} of [ProjK RΛ

• (K[x])], and {D◁
µ | µ ∈ K◁

n} and {D▷
ν | ν ∈ K▷

n} of [RepK RΛ
•

(K[x])], that are uniquely determined by the conditions:(
Y◁

µ

)# = Y◁
µ and Y◁

µ = X◁
µ +

∑
λ ◁ µ

d◁
λµ(q)X◁

λ

(
Y▷

ν

)# = Y▷
ν and Y▷

µ = X▷
µ +

∑
λ ▷ ν

d▷
λν(q)X▷

λ(
D◁

µ

)⊛ = D◁
µ and D◁

µ = [S◁
µ] +

∑
λ ◁ µ

e◁
µλ(−q)[S◁

λ]

(
D▷

ν

)⊛ = D▷
ν and D▷

ν = [S▷
ν ] +

∑
λ ▷ ν

e▷
νλ(−q)[S▷

λ].

for polynomials d◁
λµ(q), e◁

µλ(−q) ∈ δλµ + qZ[q] and d▷
λν(q), e▷

λν(−q) ∈ δλν + qZ[q], for
µ ∈ K◁

n and ν ∈ K▷
n. In particular, the basis elements Y◁

µ, Y▷
ν , D◁

µ and D▷
ν , and these

polynomials, are independent of the field K.

Proof. Given Lemma 6E.9, this result is a consequence of Lusztig’s Lemma [47, Lem-
ma 24.2.1], which is easily proved by induction on dominance using Gaussian elimination
and Lemma 6E.9. See [52, Proposition 3.5.6] for a proof that uses very similar language
to that used here. □

A key point in Theorem 6E.10 is that the coefficients appearing in Lemma 6E.9 belong
to A. As the notation suggests, the polynomials d△λµ(q) are related to the decomposition
matrices of RΛ

n(K[x]) and the polynomials e△µλ(−q) are related to the inverse decomposition
matrices. See Theorem 6E.16 below for a precise statement.

By Theorem 6E.10, {Y◁
µ | µ ∈ K◁

•} and {Y▷
ν | ν ∈ K▷

•} are bases of [ProjK RΛ
• (K[x])] and

{D◁
µ | µ ∈ K◁

•} and {D▷
ν | ν ∈ K▷

•} are bases of [RepK RΛ
• (K[x])].

Definition 6E.11.
(a) The ⊛-canonical bases of [RepK RΛ

• (K[x]] are the two bases {D◁
µ | µ ∈ K◁

•} and
{D▷

ν | ν ∈ K▷
•}.

(b) The #-canonical bases of
[
ProjK RΛ

• (K[x])
]

are the two bases {Y◁
µ | µ ∈ K◁

•} and
{Y▷

ν | ν ∈ K▷
•}.
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We frequently call these four bases canonical bases of [RepK RΛ
• (K[x])] and [ProjK RΛ

•
(K[x])]. In Theorem 6F.14 below we show that, up to scaling, these bases coincide with
Lusztig’s (dual) canonical bases [46, §14.4] and Kashiwara’s (upper and lower) global
bases [33] of L(Λ).

For now we note that Theorem 6E.10 and Lemma 6B.2 imply:

Corollary 6E.12. Suppose that µ ∈ K◁
n and ν ∈ K▷

n. Then(
Y◁

µ

)⊛ = q−2 def µY◁
µ,

(
Y▷

ν

)⊛ = q−2 def νY▷
ν ,(

D◁
µ

)# = q2 def µD◁
µ and

(
D▷

ν

)# = q2 def νD▷
ν .

The next result shows that these bases of [ProjK RΛ
n(K[x])] and [RepK RΛ

n(K[x])] are dual
with respect to the Cartan pairing. The matrix identities in the next result should be
compared with (6E.5).

Corollary 6E.13. Suppose that λ,µ ∈ K◁
n and ν,σ ∈ K▷

n. Then ⟨Y◁
λ,D

◁
µ⟩ = δλµ and

⟨Y▷
ν ,D

▷
σ⟩ = δνσ. Equivalently, the two matrix identities hold(

e◁
λµ(−q)

)
=
(
d◁

λµ(q)
)−1

and (e▷
σν(−q)) = (d▷

σν(q))−1 .

Proof. Let △ ∈ {◁, ▷}. Let α,β ∈ K△n . Direct calculation reveals that〈
Y△α ,D

△

β

〉
=
〈[

Y△α
]
,
[
D△β
]⊛〉

=
〈 ∑

σ ∈ K△n

d△σα(q)X△σ ,
∑

τ ∈ K△n

e△βτ (−q)[S△τ ]
〉

=
∑

σ,τ ∈ K△n

d△σα(q) e△βτ (−q)
〈
X△σ , [S△τ ]⊛

〉
=

∑
σ ∈ K△n

e△βσ(−q)d△σα(q),

where the last equality follows by Lemma 6E.7. Therefore, ⟨Y△α ,D
△

β ⟩ ∈ δαβ + q−1Z[q−1].
However, by Lemma 6E.4,〈

Y△α ,D
△

β

〉
=
〈

Y△α #,D△β
⊛
〉

=
〈

Y△α ,D
△

β

〉
∈ δαβ + qZ[q].

Hence, ⟨Y△α ,D
△

β ⟩ = δαβ. The calculation in the first displayed equation shows that this is
equivalent to the matrix identity in the statement of the corollary. □

In particular, this shows that the #-canonical bases of [ProjK RΛ
• (K[x])] and the ⊛-

canonical bases of [RepK RΛ
• (K[x])] encode equivalent information.

Lemma 6E.14. Let λ,µ ∈ K◁
n and σ,ν ∈ K▷

n. Then

d◁
λµ(q) =

〈
Y◁

µ, [S◁
λ]
〉
, d▷

λν(q) = ⟨Y▷
ν , [S▷

σ]⟩ , e◁
µλ(−q) =

〈
X◁

λ,D
◁
µ

〉
, e▷

νλ(−q) = ⟨X▷
σ,D

▷
ν⟩ .

Proof. Let △ ∈ {◁, ▷} and µ ∈ K△n and λ ∈ Pℓ
n. Using Lemma 6D.17 and Theorem 6E.10,〈

Y△µ ,
[
S△λ

]〉
=
〈

Y△µ #,
[
S△λ

]⊛〉
=
〈

Y△µ ,
[
S△λ

]⊛〉
=

∑
τ ∈ K△n

d△τµ(q)
〈

X△τ ,
[
S△λ

]⊛〉
= d△λµ(q),

where the last equality comes from Lemma 6E.7. The proof of the other identities are
similar. □
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For µ ∈ K◁
n, ν ∈ K▷

n and λ,σ ∈ Pℓ
n define Laurent polynomials

d◁
λµ(q) =

〈
Y◁

µ, [S◁
λ]
〉

and d▷
σν(q) = ⟨Y▷

ν , [S▷
σ]⟩ . (6E.15)

By Lemma 6E.14, if λ,µ ∈ K△n then d△λµ(q) coincides with the polynomial defined in The-
orem 6E.10. In particular, if λ ∈ K△n then d△λµ(q) ∈ δλµ + qZ[q] by Theorem 6E.10. We
will show in Corollary 6F.16 below that this is still true when λ ∈ Pℓ

n \ K△n . Moreover, we
show that d△λµ(q) ∈ δλµ + qN[q] in type A(1)

e−1.

Theorem 6E.16. For µ,λ ∈ K◁
n and ν,σ ∈ K▷

n, there exist bar invariant polynomials
aK◁

λµ(q), aK▷
σν(q),bK◁

λµ(q),bK▷
νσ(q) ∈ A such that[

Y ◁
µ

]
= Y◁

µ +
∑
λ ◁ µ

aK◁
λµ(q)Y◁

λ, [Y ▷
ν ] = Y▷

ν +
∑
σ ▷ ν

aK▷
σν(q)Y▷

σ,[
D◁

µ

]
= D◁

µ +
∑
λ ▷ µ

bK◁
µλ(q)D◁

λ, [D▷
ν ] = D▷

ν +
∑
σ ◁ ν

bK▷
νσ(q)D▷

σ.

Moreover, for σ,λ ∈ Pℓ
n, the following matrix identities hold:(

bK◁
λµ(q)

)
=
(
aK◁

λµ(q)
)−1

,
(
bK▷

λν(q)
)

=
(
aK▷

λν(q)
)−1

,(
dK◁

λµ(q)
)

=
(
d◁

λµ(q)
) (

aK◁
λµ(q)

)
,

(
dK▷

σν(q)
)

= (d▷
σν(q))

(
aK◁

λµ(q)
)
.

Proof. Let △ ∈ {◁, ▷}. By (6E.8), [Y △µ ] is a #-invariant element of [ProjK RΛ
• (K[x])] and

[D△µ ] is a ⊛-invariant element of [RepK RΛ
• (K[x])]. Hence, the first four identities fol-

low by (6E.5) and Lemma 6E.9. (These four identities describe the transition matrices
between the {[Y △µ ]} and {[Y△µ ]} bases and between the {[D△µ ]} and {[D△µ ]} bases.) Since
⟨[Y △µ ], [D△ν ]⟩ = δµν , by (6C.1), these transition matrices are inverse to each other by Corol-
lary 6E.13. Finally, if λ ∈ Pℓ

n and µ ∈ K△n then

dK△
λµ (q) =

〈[
Y △µ

]
,
[
S△λ

]〉
=
〈 ∑

ν ∈ K△n

aK△
νµ (q)Y△ν ,

[
S△λ

]〉
=

∑
ν ∈ K△n

aK△
νµ (q)

〈
Y△ν , [S

△

λ ]
〉

=
∑

ν ∈ K△n

d△λν(q)aK△
νµ (q),

where the third equality follows because aK△
νµ (q) = aK△

νµ (q) is bar invariant. This gives the
required factorisation of the decomposition matrices d△. □

As a consequence, we recover the Ariki–Brundan–Kleshchev categorification theorem.

Corollary 6E.17 (Brundan and Kleshchev [11, Theorem 5.3 and Corollary 5.15]). Let Γ
be a quiver of type A(1)

e−1 and suppose that K is a field of characteristic 0. Then

[Y ◁
µ ] = Y◁

µ, [Y ▷
ν ] = Y▷

ν , [D◁
µ] = D◁

µ and [D▷
ν ] = D▷

ν .

for all µ ∈ K◁
n and all ν ∈ K▷

n. Consequently, if λ ∈ Pℓ
n, µ ∈ K◁

n and ν ∈ K▷
n then

dK◁
λµ(q) = ⟨Y◁

µ, [S◁
λ]⟩ and dK▷

λν(q) = ⟨Y▷
ν , [S▷

λ]⟩ .

In particular, dK◁
λµ(q) = d◁

λµ(q) ∈ δλµ + qN[q] if λ ∈ K◁
n and dK▷

λν(q) = d▷
λν(q) ∈ δλν + qN[q]

if λ ∈ K▷
n.
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Proof. Let △ ∈ {◁, ▷}. The algebras RΛ
n (K) ∼= RΛ

n(K) are cellular by Corollary 4F.4, so
every field is a splitting field for RΛ

n(K), so we can assume that K = C. In type A(1)
e−1, Brun-

dan and Kleshchev [10] proved that the cyclotomic KLR algebra RΛ
n (C) is isomorphic to

a (degenerate) Ariki–Koike algebra H Λ
n (C). Ariki [1, Theorem 4.4(2)], and Brundan and

Kleshchev [12, Theorem 3.10] in the degenerate case, proved that the dual canonical basis
of [RepC RΛ

n(C[x])] at q = 1 coincides with the basis of [Rep H •
n ] =

⊕
n ≥ 0[Rep H Λ

n (C)]
given by the images of the irreducible H Λ

n -modules. Therefore, D△µ = [D△µ ], for µ ∈ K△n ,
since the simple module D△µ is self-dual by Theorem 4B.6. The remaining claims now
follow in view of Theorem 6E.10 and Lemma 6E.7. □

Example 6E.18. Given Corollary 6E.17, in type C
(1)
e−1 it is natural to ask if the ⊛-

canonical bases of LA(Λ)∗ coincide with the bases of simple modules, and the #-canonical
bases with the bases of principal indecomposable RΛ

n(K)-modules when K is a field of
characteristic zero. It is shown in [17] that this first fails for the principal block of RΛ0

8 (C)
when Γ is a quiver of type C(1)

2 . Several other examples are given where the canonical
bases do not coincide with the natural bases of these Grothendieck groups in type C,
including an example when n = 13 that shows that the graded decomposition numbers of
RΛ

n(K[x]) are not necessarily polynomials, even in characteristic zero.
The transition matrices (aK◁

λµ(q)), (aK▷
λν(q)), (bK◁

λµ(q)) and (bK▷
λν(q)) in Theorem 6E.16

are analogues of the adjustment matrices of Definition 5C.3. These matrices express the
decomposition matrices of RΛ

n(K[x]) in terms of the canonical bases and dual canonical
bases. By taking inverses, similar “adjustment matrix” identities hold for the inverse
decomposition matrices.

Recall the Mullineux involution m : K◁
n −→ K▷

n from Definition 5D.1. The next result
should be compared with Proposition 5D.3.
Proposition 6E.19. Let µ ∈ K◁

n. Then Y◁
µ = Y▷

m(µ) and D◁
µ = D▷

m(µ). Moreover, if
λ ∈ Pℓ

n then d◁
λµ(q) = qdef λd▷

λm(µ)(q).

Proof. By Definition 5D.1, [D◁
µ] = [D▷

m(µ)] and [Y ◁
µ ] = [Y ▷

m(µ)]. Hence, Y◁
µ = Y▷

m(µ) and
D◁

µ = D▷
m(µ) by Theorem 6E.16 and the uniqueness of the canonical basis elements estab-

lished in Theorem 6E.10. To prove the remaining claim, if µ ∈ K◁
n and λ ∈ Pℓ

n then

d◁
λµ(q) =

〈
Y◁

µ, [S◁
λ]
〉

= qdef λ
〈

Y▷
m(µ), [S

▷
λ]⊛
〉

= qdef λ
〈

Y▷
m(µ),

[
S▷

λ

]〉
= qdef λd▷

m(µ)λ(q),

where we have used Proposition 4F.9 and Lemma 6E.4. □

Combining Theorem 6E.10 and Proposition 6E.19, we obtain.
Corollary 6E.20. Let µ ∈ K◁

n, ν ∈ K◁
n and λ,σ ∈ K◁

n ∪ K▷
n.

(a) If d◁
λµ(q) ̸= 0 then µ ⊴ λ ⊴ m(µ) and αλ = αµ. Moreover, d◁

µµ(q) = 1, d◁
m(µ)µ(q) =

qdef µ and if m(µ) ◁ λ ◁ µ then 0 < deg d◁
λµ(q) < def µ.

(b) If d▷
λν(q) ̸= 0 then µ ⊵ λ ⊵ m(µ) and αλ = αµ. Moreover, d▷

µµ(q) = 1,
d▷

m−1(µ)µ(q) = qdef µ and if m−1(µ) ▷ λ ▷ µ then 0 < deg d▷
λν(q) < def µ.

Proof. If λ,µ ∈ K◁
n then d◁

λµ(q) ∈ δλµ + qZ[q] by Theorem 6E.10. Hence, the only claim
in (a) that is not immediate from Proposition 6E.19 is that 0 < deg d◁

λµ(q) < def µ when
λ ∈ K▷

n and λ /∈ {µ,m(µ)}. In this case, d▷
λm(µ)(q) ∈ δλm(µ) + qZ[q], so 0 < deg d◁

λµ(q) <
def µ by Proposition 6E.19. This proves (a). The proof of (b) is similar. □
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Later, we will show that this result is true for λ,σ ∈ Pℓ
n. There are similar identities

for the polynomials e◁
µλ(−q) and e▷

νλ(−q), which we leave for the reader.

Corollary 6E.21. Let λ ∈ Pℓ
α, for α ∈ Q+

n . Then def α = def λ ≥ 0.

Proof. This is implicit in Corollary 6E.20 since d◁
λµ(q) and d▷

λν(q) are polynomials. □

6F. Crystal bases of Fock spaces. The categorification results of the last few sections
imply that the number of self-dual graded simple modules is independent of the char-
acteristic, but we have not yet determined the sets K◁

n and K▷
n that index the simple

RΛ
n(K[x])-modules. To do this we now describe the crystal graphs of L ◁

A(Λ) and L ▷
A(Λ).

We start by recalling Kashiwara’s theory of global and crystal bases and Lusztig’s theory
of canonical bases.

Suppose that V be an integrable highest weight module for Uq(gΓ). If i ∈ I then Ei

and Fi act on V as locally nilpotent linear operators. Therefore, by [47, 16.1.4], each
weight vector v ∈ V can be written uniquely in the form

v =
∑
r ≥ 0

F
(r)
i vr

such that Eivr = 0 and Kivr = q⟨wt(vr),αi⟩+rdivr, for r ≥ 0. For i ∈ I, the Kashiwara
operators ei and fi are the linear endomorphisms of V defined by

eiv =
∑
r ≥ 1

F
(r−1)
i vr and fiv =

∑
r ≥ 0

F
(r+1)
i vr. (6F.1)

For i ∈ In set ei = ein . . . ei2ei1 and fi = fin . . . fi2fi1 .
Let A0 be the subring of rational functions A = Q(q) that are regular at zero and let

A∞ be the rational function that are regular at infinity. To allow us to work with these
two rings simultaneously, if ω ∈ {0,∞} set

qω =
{
q if ω = 0,
q−1 if ω = ∞.

Definition 6F.2 (Kashiwara [33, Definition 2.3.1]). Let V be an integrable Uq(gΓ)-
module. Fix ω ∈ {0,∞}. A ω-crystal base of V is a pair (Lω,Bω) such that:

(a) The module Lω is a free Aω-submodule of V such that V ∼= A ⊗Aω Lω and Lω is a
direct sum of Uq(gΓ)-weight spaces and it is invariant under the actions of ei and
fi, for i ∈ I.

(b) The set Bω is a basis of the Q-vector space Lω/qωLω = ⟨Bω⟩Q.
(c) The elements of Bω are images of weight vectors under the map Lω → Lω/qωLω.
(d) If i ∈ I then eiBω ⊂ Bω ∪ {0} and fiBω ⊂ Bω ∪ {0}.
(e) If b, b′ ∈ Bω and i ∈ I then eib = b′ if and only if fib

′ = b.

This section describes the 0-crystal base (L0,B0) and the ∞-crystal base (L∞,B∞)
of L(Λ).

If V = Uq(gΓ)vΛ is an integrable highest weight module with highest weight vector vΛ
then, as in subsection 6E, the bar involution on V is defined to be the unique semilinear
automorphism such that vΛ = vΛ and av = a v, for all v ∈ V and a ∈ Uq(gΓ).
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Theorem 6F.3 (Lusztig [47, §14.4], Kashiwara [33]). Let V be an integrable Uq(gΓ)-
module. Fix ω ∈ {0,∞} and suppose that (Lω,Bω) is an ω-crystal basis for V . Then
there exists a unique A-basis Bω(Λ) = {Gω,b | b ∈ Bω(Λ)} of VA(Λ) such that Gω,b = Gω,b

and Gω,b ≡ b (mod qωLω(Λ)) , for b ∈ Bω(Λ).

The basis B0(Λ) of V (Λ) is Lusztig’s dual canonical basis, or Kashiwara’s lower global
basis and the basis B∞(Λ) is Lusztig’s canonical basis, or Kashiwara’s upper global basis.

To apply these results to the combinatorial Fock spaces L ◁
A(Λ) and L ▷

A(Λ), and the
Grothendieck groups

[
ProjK RΛ

• (K[x])
]

and
[
RepK RΛ

• (K[x])
]
, we first generalise the integers

d◁
A(λ) and d▷

A(λ) from Definition 4D.3. If λ,µ ∈ Pℓ
• and i ∈ I write λ

ir

−→ µ if |µ| = |λ|+r
and µ = λ ∪ {A1, . . . , Ar}, where {A1, . . . , Ar} ⊆ Addi(λ), and define

d◁
µ(λ) = di

r∑
s=1

(
#
{
B ∈ Addi(µ)

∣∣B < As
}

− #
{
B ∈ Remi(λ)

∣∣B < As
})
,

d▷
µ(λ) = di

r∑
s=1

(
#
{
B ∈ Addi(λ)

∣∣B > As
}

− #
{
B ∈ Remi(λ)

∣∣B > As
})
.

By definition, if µ = λ ∪ {A}, for A ∈ Addi(λ), then d◁
µ(λ) = d◁

A(λ) and d▷
µ(λ) = d▷

A(λ).

Lemma 6F.4. Let λ ∈ Pℓ
n and i ∈ I. Then, for r ≥ 0,

F
(r)
i s◁

λ =
∑

λ
ik

−→µ

q−d▷
µ(λ)s◁

µ and F
(r)
i s▷

λ =
∑

λ
ik

−→µ

q−d◁
µ(λ)s▷

µ

Proof. This follows easily by induction on r using the fact that F (r+1)
i = [r + 1]F (r)

i ;
see [49, Lemma 6.15] for a similar argument. The base case for the induction is given
by Corollary 6D.4. □

Definition 6F.5 (Normal and good nodes). Let λ ∈ Pℓ
n and i ∈ I.

(a) A removable i-node A ∈ Remi(λ) is ◁-normal if d◁
A(λ) ≤ 0 and d◁

A(λ) < d◁
B(λ)

if B < A, for B ∈ Remi(λ).
(b) A normal i-node A is ◁-good if A ≤ B whenever B is a ◁-normal i-node. Equiva-

lently, A is a ◁-good i-node if d◁
A(λ) ≤ d◁

B(λ) for all B ∈ Remi(λ) with equality
only if A ≤ B.

(c) A removable j-node A ∈ Remj(λ) is ▷-normal if d▷
A(λ) ≤ 0 and d▷

A(λ) < d▷
B(λ)

if B > A, for B ∈ Remj(λ).
(d) A normal j-node A is ▷-good if A ≥ B whenever B is a ▷-normal j-node. Equiv-

alently, A is a good i-node if d▷
A(λ) ≤ d▷

B(λ) for all B ∈ Remi(λ) with equality
only if A ≥ B.

If µ = λ+A write λ
i◁
⟿ µ if A is a ◁-good i-node of µ and write λ

j▷
⟿ ν if A is an ▷-good

j-node of ν. More generally, if µ,ν ∈ Pℓ
n and i, j ∈ In, write 0ℓ

i◁
⟿ µ and 0ℓ

j▷
⟿ ν if

there exist ℓ-partitions µ1, . . . , µn = µ and ν1, . . . ,νn = ν such that

0ℓ
i1◁
⟿ µ1

i2◁
⟿ . . .

in◁
⟿ µn = µ and 0ℓ

j1▷
⟿ ν1

j2▷
⟿ . . .

jn▷
⟿ νn = ν,

respectively.

There is a dual definition for conormal and cogood nodes.

Definition 6F.6 (Conormal and cogood nodes). Let λ ∈ Pℓ
n and i ∈ I.
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(a) An addable i-node A ∈ Addi(λ) is ◁-conormal if d◁
A(λ) ≥ 0 and dA(λ) > dB(λ) if

A < B, for B ∈ Addi(λ).
(b) A normal i-node A is ◁-cogood if A ≥ B whenever B is a ◁-normal i-node.
(c) An addable j-node A ∈ Addj(λ) is ▷-conormal if d▷

j (λ) ≥ 0 and dA(λ) > dB(λ) if
A > B, for B ∈ Addj(λ).

(d) A normal j-node A is ▷-cogood if A ≤ B whenever B is a ▷-normal j-node.

In particular, if µ = λ ∪ A then A is a good i-node of µ if and only if A is a cogood
i-node of λ.

Normal and conormal nodes are often defined by listing the addable and removable i-
nodes for λ lexicographically and then recursively deleting all adjacent addable-removable
pairs for ◁-normal nodes, and removable-addable pairs for ▷-normal nodes. After all such
pairs have been removed, the normal nodes are the removable nodes that remain and the
conormal nodes are the addable nodes. It is slightly tedious, but straightforward, to check
that these descriptions of normal and conormal nodes are equivalent to the two definitions
above; compare with [3, Lemma 11.2].

Example 6F.7. Consider the partition λ = (4, 3, 1) for the algebra RΛ0
6 (K[x]) of type

C
(1)
2 . The type C(1)

2 residues in λ are given by the diagram:

0 1 2 1
1 0 1
2

Then

0ℓ
0◁
⟿ (1) 1◁

⟿ (2) 1◁
⟿ (2, 1) 0◁

⟿ (22) 2◁
⟿ (3, 2) 2◁

⟿ (3, 2, 1) 1◁
⟿ (4, 2, 1) 1◁

⟿ (4, 3, 1).

It follows from Theorem 6F.14 below that D◁
(4,3,1) ̸= 0. In contrast,

(3) 1▷
⟿ (3, 1) 0▷

⟿ (3, 2) 1▷
⟿ (32) 1▷

⟿ (4, 3) 2▷
⟿ (4, 3, 1).

The partition (3) does not have any ▷-normal nodes, so D▷
(4,3,1) = 0 by Theorem 6F.14.

Analogues of the next result are well-known. Given its importance to the main results
of this paper we give the proof, following [49, Theorem 6.17]. Perhaps unexpectedly, the
result mixes up the dominance and reverse dominance partial orders.

Theorem 6F.8. Let λ,µ ∈ Pℓ
n and i ∈ I.

(a) If λ does not have a ▷-good j-node then ejs◁
λ ∈ q−1F Λ◁

A∞ .

(b) If λ
j▷
⟿ µ then ejs◁

µ = s◁
λ (mod q−1F Λ◁

A∞) and fjs◁
λ = s◁

µ (mod q−1F Λ◁
A∞) .

(c) If λ does not have a ▷-good i-node then eis▷
λ ∈ q−1F Λ▷

A∞ .
(d) If λ

i◁
⟿ µ then eis▷

µ = s▷
λ (mod q−1F Λ▷

A∞) and fis▷
λ = s▷

µ (mod q−1F Λ▷
A∞) .

Proof. We prove only parts (a) and (b) as the proofs of (c) and (d) follow by symmetry.
First suppose that λ does not have a ▷-good i-node. If A ∈ Remi(λ) then d▷

A(λ) > 0,
so there are at least as many addable i-nodes below A as there are removable i-nodes.
Let Ǎ be the highest addable i-node of λ such that A < Ǎ and d◁

Ǎ
(λ) = d◁

A(λ) + 1. As
d◁

A(λ) > 0 the node Ǎ always exists and if A,B ∈ Remi(λ) then Ǎ = B̌ if and only if
A = B. If M ⊆ Remi(λ) let λ̌M = λ−M+M̌ , where M̌ = {Ǎ |A ∈ M}. That is, λ̌M is
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the ℓ-partition obtained from λ by removing the i-nodes in M from λ and then adding on
the nodes in M̌ . In particular, |λ̌M | = |λ|. Now set

Ω̌i(s◁
λ) =

∑
M ⊆ Remi(λ)

(−q)−|M |s◁
λ̌M

∈ F Λ◁
A∞ .

By Corollary 6D.4, s◁
ν appears in EiΩ̌i(s◁

λ) only if Remi(ν) = M̌ ∪ N where Remi(λ) =
M ⊔ N ⊔ {A} (disjoint union). Now, s◁

ν appears in Eis◁
λM

and in Eis◁
λM∪{A}

, and its
coefficient in EiΩi(s◁

λ) is

(−q)−|M |+d◁
A(λM ) + (−q)−|M |−1+d◁

Ǎ
(λM ∪ {A}) = 0,

where the last equality follows because d◁
Ǎ

(λM ) = d◁
Ǎ

(λ) = d◁
A(λ) + 1 = d◁

A(λM ), which
is the key identity underpinning this theorem. Hence, EiΩ̌i(s◁

λ) = 0 and, consequently,
eiΩ̌i(s◁

λ) = 0 by (6F.1). Therefore,

eis◁
λ ≡ eiΩ̌i(s◁

λ) = 0
(
mod q−1F Λ◁

A∞

)
,

proving (a).
To prove (b) we continue to assume that λ has no ▷-normal i-nodes and compute f r

i s◁
λ,

for r ≥ 0. Using the notation above, set

Ni(λ) =
{
A ∈ Addi(λ)

∣∣A ̸= B̌ for any B ∈ Addi(λ)
}

= {A1 > · · · > Az}.

Observe that z = #Ni(λ) = di(λ) and that s = d▷
As

(λ), for 1 ≤ s ≤ z. So, Ni(λ) is the
set of ▷-conormal i-nodes of λ.

For K ⊆ Addi(ν) let ν+K be the ℓ-partition ν ∪K. Using Equation 6F.1 for the first
congruence, and Lemma 6F.4 for the following equality,

f r
i s◁

λ ≡ F
(r)
i Ω̌i(s◁

λ)
(
mod q−1F Λ◁

A∞

)
=

∑
M ⊆ Remi(λ)

(−q)−|M | ∑
K ⊆ Addi(λ̌M)

|K|=r

q
−d▷

λ̌M +K
(λ)(λ̌M)s◁

λ̌M +K

=
∑

M ⊆ Remi(λ)
(−q)−|M | ∑

K ⊆ Addi(λ)\M̌, |K|=r

q
−d▷

λ̌M +K
(λ)(λ̌M)s◁

λ̌M +K

=
∑

K ⊆ Addi(λ)
|K|=r

∑
M ⊆ Remi(λ)

M̌ ∩ K=∅

(−q)−|M |−d▷
λ+K(λ)s◁

λ̌M +K

≡
{s◁

λ+{A1, ..., Ar} if 1 ≤ r ≤ z,
0 otherwise,

where the last equation, which is modulo q−1F Λ◁
A∞ , follows because if K ̸= {A1, . . . , Ar}

or M ̸= ∅ then |M | − d▷
λ+K(λ) > 0. To complete the proof of (b) it remains to observe

that Ar is the ▷-good i-node of λ+{A1, . . . , Ar−1}. □

Definition 6F.9. Suppose that Λ ∈ P+. Define

B◁(Λ) =
{

µ

∣∣∣∣µ ∈ Pℓ
n and 0ℓ

i◁
⟿ µ for some i ∈ In and n ≥ 0

}
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and

B▷(Λ) =
{

ν

∣∣∣∣ν ∈ Pℓ
n and 0ℓ

j▷
⟿ ν for some j ∈ In and n ≥ 0

}
and set

B◁
∞(Λ) =

{
s◁
ν + q−1L ◁

A∞(Λ)
∣∣∣ν ∈ B▷(Λ)

}
and

B▷
∞(Λ) =

{
s▷
µ + q−1L ▷

A∞(Λ)
∣∣∣µ ∈ B◁(Λ)

}
.

By definition, B◁
∞(Λ) is contained in L ◁

A∞(Λ)/q−1L ◁
A∞(Λ) and, similarly, B▷

∞(Λ) is
contained in L ▷

A∞(Λ)/q−1L ▷
A∞(Λ).

Corollary 6F.10. Let Λ ∈ P+. Then (L ◁
A∞(Λ),B▷

∞(Λ)) and (L ▷
A∞(Λ),B◁

∞(Λ)) are
∞-crystal bases of L(Λ).

Proof. We only prove the result for (L ◁
A∞(Λ),B▷

∞(Λ)). The only condition in Defini-
tion 6F.2 that is not clear from Theorem 6F.8 is that B▷

∞(Λ) is a Q-basis of

L ◁
A∞(Λ)/q−1L ◁

A∞(Λ).
Since L ◁

A∞(Λ) is a highest weight module,

L ◁
A∞(Λ)/q−1L ◁

A∞(Λ) =
〈
fis◁

0ℓ
+ q−1L ◁

A∞(Λ)
∣∣∣ i ∈ In for n ≥ 0

〉
A∞

.

Hence, it is enough to show that {fis◁
0ℓ

+ q−1L ◁
A∞(Λ) | i ∈ In} is spanned by{

s◁
µ + q−1L ◁

A∞(Λ)
∣∣∣µ ∈ B▷(Λ) ∩ Pℓ

n for n ≥ 0
}
.

We argue by induction on n. If n = 0 there is nothing to prove since s◁
0ℓ

is a highest weight
vector in L ◁

A∞(Λ). By way of induction, suppose that the claim is true for n and consider
the statement for n+ 1. Fix µ ∈ B▷(Λ) and i ∈ In such that 0ℓ

i▷
⟿ µ. By Theorem 6F.8,

fis◁
λ ∈ q−1L ◁

A∞(Λ) if and only if µ has no ▷-conormal i-nodes and, moreover, if A is the
▷-cogood i-node then fis◁

µ ≡ s◁
µ+A (mod q−1L ◁

A∞(Λ)) . This completes the proof of the
inductive step and hence proves the corollary. □

For i, j ∈ I and λ ∈ Pℓ
n define functions ε◁

i , φ
◁
i : B◁(Λ)−→Z and ε▷

j , φ
▷
j : B▷(Λ)−→Z by

ε◁
i (µ) = #

{
A ∈ Addi(µ)

∣∣A is ◁-normal
}

ε▷
i (ν) = #

{
A ∈ Addi(ν)

∣∣A is ▷-normal
}

φ◁
i (µ) = #

{
A ∈ Remi(µ)

∣∣A is ◁-conormal
}

φ▷
i (ν) = #

{
A ∈ Remi(ν)

∣∣A is ▷-conormal
} (6F.11)

for µ ∈ B◁(Λ) and ν ∈ B▷(Λ). Let i, j ∈ I. These definitions readily imply that if i ∈ I
then for µ ∈ B◁(Λ) and ν ∈ B▷(Λ).

di(µ) = φ◁
i (µ) − ε◁

i (µ) and di(ν) = φ▷
i (ν) − ε▷

i (ν), (6F.12)

Abusing notation, if λ,µ ∈ B◁(Λ) and λ
i◁
⟿ µ we write eiµ = λ and fiλ = µ. Similarly,

if σ,ν ∈ B▷(Λ), write ejν = σ and fjσ = ν if σ
j▷
⟿ ν. If ε△i (λ) = 0 set eiλ = 0 and if

φ△i (λ) = 0 set fiλ = 0.
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By Corollary 6F.10, if m is a non-negative integer and λ ∈ B△(Λ) then em
i λ ̸= 0 if

and only if m ≤ ε△i (λ) and fm
i λ ̸= 0 if and only if m ≤ φ△i (λ). Therefore, follow-

ing [34, §7.2], the datum (B◁(Λ), ei, fi, ε
◁, φ◁,wt) uniquely determines Kashiwara’s upper

crystal graph of L ▷
A(Λ), where wt is the weight function of (6D.5). Similarly, the datum

(B▷(Λ), ei, fi, ε
▷, φ▷,wt) determines the upper crystal graph of L ◁

A(Λ).
Using Theorem 6F.3, the crystal bases B◁

∞(Λ) and B▷
∞(Λ) lift to canonical bases{

G◁
∞,ν

∣∣∣ν ∈ B▷(Λ)
}

and
{

G▷
∞,µ

∣∣∣µ ∈ B◁(Λ)
}

of L ◁
A(Λ)∗ and L ▷

A(Λ)∗, respectively, that are uniquely determined by the properties:

G◁
∞,ν = G◁

∞,ν and G◁
∞,ν ≡ s◁

ν

(
mod q−1L ◁

A∞(Λ)
)

G▷
∞,µ = G▷

∞,µ and G▷
∞,µ ≡ s▷

µ

(
mod q−1L ▷

A∞(Λ)
)
.

(6F.13)

for ν ∈ B▷(Λ) and µ ∈ B◁(Λ).
When combined with Theorem 5A.3, the next result proves Theorem C from the in-

troduction. As remarked at the start of section 6, this result applies to all (standard)
cyclotomic KLR algebras of types A(1)

e−1, A∞, C(1)
e−1 and C∞.

Theorem 6F.14. Let Λ ∈ P+. Then K◁
n = B◁(Λ) and K▷

n = B▷(Λ). Moreover, if µ ∈ K◁
n

then
d◁

T

(
q− def µY◁

µ

)
= G◁

∞,m(µ) and d▷
T

(
q− def µY▷

m(µ)

)
= G▷

∞,µ.

Proof. By working with L ◁
A(Λ) we prove that B▷(Λ) = K▷

n and that d◁
T (q− def µY◁

µ) =
G◁

∞,m(µ) for µ ∈ K◁
n. The remaining results are proved in exactly the same way and are

left as an exercise for the reader. By Corollary 6E.2 and Lemma 6E.1, the functor ⊛
categorifies the bar involution on L ◁

A(Λ), so {q− def µY◁
µ | µ ∈ K◁

•} is the ∞-canonical basis
of
[
ProjK RΛ

• (K[x])
]
. By Theorem 6F.3, the ∞-canonical basis is uniquely determined by

the choice of highest weight vector, and d◁
T sends Y◁

0ℓ
to s◁

0ℓ
. Hence, if µ ∈ K◁

n then
d◁

T (q− def µY◁
µ) = G◁

∞,ν , for some ν ∈ B▷(Λ). To determine the ℓ-partition ν, we compute
in L ◁

A∞(Λ):

d◁
T

(
q− def µY◁

µ

)
= q−2 def µ

∑
λ ∈ Pℓ

n

(
d◁

T (Y◁
µ), s◁

λ

)◁
s◁
λ by (6D.15) and Proposition 6D.10,

= q− def µ
∑

λ ∈ Pℓ
n

〈
Y◁

µ, [S◁
λ]
〉

s◁
λ by Lemma 6D.17,

= q− def µ
∑

λ ∈ Pℓ
n

d◁
λµ(q)s◁

λ by Lemma 6E.14,

= s◁
m(µ) +

∑
λ ∈ Pℓ

n

d◁
λm(µ)(q)s

◁
λ

(
mod q−1F Λ◁

A∞

)
by Proposition 6E.19

≡ s◁
m(µ) +

∑
λ ∈ Pℓ

n\(K◁
n ∪ K▷

n)

d◁
λm(µ)(q)s

◁
λ

(
mod q−1F Λ◁

A∞

)
,

where the last equality comes from Corollary 6E.20. Therefore, Theorem 6F.8 and Equa-
tion (6F.13) force ν = m(µ) and d◁

λm(µ)(q) = q− def µd◁
λµ(q) ∈ δλm(µ) + q−1Z[q−1], for

λ ∈ Pℓ
n. That is,
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d◁
T

(
q− def µY◁

µ

)
= G◁

∞,m(µ) and ν = m(µ) ∈ K▷
n.

In particular, this shows that B▷(Λ) = {m(µ) | µ ∈ K◁
•} = K▷

•, where the last equality
is Definition 5D.1. This completes the proof. □

Theorem 6F.14 completes the classification of the simple RΛ
n(K[x])-modules from Theo-

rem 5A.3 by giving a description of the sets K◁
n and K▷

n. The crystal graphs of L(Λ) allow
us to strengthen this characterisation of K◁

n and K▷
n.

Corollary 6F.15. Let K be a field and suppose that µ ∈ Pℓ
n.

(a) The RΛ
n(K[x])-module D◁

µ(F ) ̸= 0 if and only if µ ∈ K◁
n.

(b) The RΛ
n(K[x])-module D▷

µ(F ) ̸= 0 if and only if µ ∈ K▷
n.

(c) The ℓ-partition µ ∈ K◁
n if and only if 0ℓ

i◁
⟿ µ for some i ∈ In.

(d) The ℓ-partition µ ∈ K▷
n if and only if 0ℓ

i▷
⟿ µ for some i ∈ In.

(e) If µ ∈ K◁
n and i ∈ In then 0ℓ

i◁
⟿ µ if and only if 0ℓ

i▷
⟿ m(µ).

Proof. By invoking Theorem 6F.14 and Theorem 5A.3, parts (a)–(d) are restatements of
the identities K◁

n = B◁(Λ) and K▷
n = B▷(Λ). For part (e), if µ ∈ K◁

n then 0ℓ
i◁
⟿ µ if

and only if the sequence i labels a path in the crystal graph of L ◁
A(Λ) from 0ℓ to µ.

By Theorem 6D.20, the Uq(gΓ)-modules L ◁
A(Λ)∗ and L ▷

A(Λ)∗ have isomorphic crystal
graphs. Any crystal isomorphism preserves the labels on the paths, so 0ℓ

i◁
⟿ µ is a

path in the crystal graph of L ◁
A(Λ) if and only if 0ℓ

i▷
⟿ ν is a path in the crystal graph

of L ▷
A(Λ), for some ν ∈ K▷

n. Applying Theorem 6F.14 twice,

G◁
∞,m(µ) = d◁

T

(
q− def νY◁

µ

)
and G▷

∞,ν = d▷
T

(
q− def νY▷

m(ν)

)
By Proposition 6E.19, Y◁

µ = Y▷
m(µ), so the map d▷

T ◦ (d◁
T )−1 induces a crystal isomorphism(

L ◁
A∞(Λ),B▷

∞(Λ)
)

→
(
L ▷

A∞(Λ),B◁
∞(Λ)

)
,

which sends G◁
∞,m(µ) + q−1L ◁

A∞(Λ) to G▷
∞,µ + q−1L ▷

A∞(Λ). Hence, part (e) follows. □

We have now proved a strong form of Theorem C from the introduction.
Notice that Corollary 6F.15 gives a description of the map µ 7→ m(µ), for m : K◁

n −→K▷
n.

Explicitly, if µ ∈ K◁
n then we can find i ∈ In such that 0ℓ

i◁
⟿ µ is a path in the crystal

graph of L ◁
A(Λ)∗ from s◁

0ℓ
to s◁

µ. Then m(µ) ∈ K▷
n is the unique ℓ-partition such that

0ℓ

j▷
⟿ m(µ) in the crystal graph of L ▷

A(Λ)∗. In view of Corollary 5E.7, if Γ is a quiver of
type A(1)

e−1 and Λ = Λ0, this gives a variation on Kleshchev’s description of the Mullineux
map of the symmetric group, which is the function µ 7→ m(µ)′, for µ ∈ K◁

n.
The proof of Theorem 6F.14 gives the following strengthening of Corollary 6E.20.

Corollary 6F.16. Let µ ∈ K◁
n, ν ∈ K◁

n and λ,σ ∈ Pℓ
n.

(a) If d◁
λµ(q) ̸= 0 then µ ⊴ λ ⊴ m(µ) and αλ = αµ. Moreover, d◁

µµ(q) = 1, d◁
m(µ)µ(q) =

qdef µ and if m(µ) ◁ λ ◁ µ then 0 < deg d◁
λµ(q) < def µ.

(b) If d▷
λν(q) ̸= 0 then µ ⊵ λ ⊵ m(µ) and αλ = αµ. Moreover, d▷

µµ(q) = 1,
d▷

m−1(µ)µ(q) = qdef µ and if m−1(µ) ▷ λ ▷ µ then 0 < deg d▷
λν(q) < def µ.
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By Corollary 6E.17, d△λµ(q) = [S△λ : D△µ ]q in type A(1)
e−1 when K is a field of characteristic

zero, so d△λµ(q) ∈ δλµ + qN[q] in this case. In type C(1)
e−1, we can only say that d△λµ(q) ∈

δλµ + qZ[q], and that these polynomials approximate the graded decomposition numbers
in the sense of Theorem 6E.16.

The final results in this section describe the 0-canonical bases of L ◁
A(Λ) and L ▷

A(Λ).
To do this we retrace our steps and prove a variation of Theorem 6F.8.

Theorem 6F.17. Let λ,µ ∈ Pℓ
n and i ∈ I.

(a) If λ does not have a ◁-good i-node then eis◁
λ ∈ qF Λ◁

A0
.

(b) If λ
i◁
⟿ µ then eis◁

µ = s◁
λ (mod qF Λ◁

A0
) and fis◁

λ = s◁
µ (mod qF Λ◁

A0
) .

(c) If λ does not have a ▷-good j-node then ejs▷
λ ∈ qF Λ▷

A0
.

(d) If λ
j▷
⟿ µ then ejs▷

µ = s▷
λ (mod qF Λ▷

A0
) and fjs▷

λ = s▷
µ (mod qF Λ▷

A0
) .

Proof. The proof is almost identical to the proof of Theorem 6F.8. For (a), suppose that λ

does not have a ◁-good i-node. For A ∈ Remi(λ) define Â to be the lowest addable i-node
of λ such that A > Â and d◁

Â
(λ) = d◁

A(λ) + 1. If M ⊆ Remi(λ) set λ̂M = λ − M + M̂ ,
where M̂ = {Â |A ∈ M}, and define

Ω̂i(s◁
λ) =

∑
M ⊆ Remi(λ)

(−q)|M |s◁
λ̂M

Exactly we before, it now follows that eis◁
λ ∈ qF Λ◁

A0
proving (a) with (b) following similarly.

We leave the details to the reader. □

As before, set B◁
0(Λ) = {s◁

ν + q−1L ◁
A∞(Λ) | ν ∈ B▷(Λ)} and B▷

0(Λ) = {s▷
µ + q−1L ▷

A∞(Λ)
| µ ∈ B◁(Λ)}. The argument of Corollary 6F.10 now yields:

Corollary 6F.18. Let Λ ∈ P+. Then (L ◁
A0

(Λ),B◁
0(Λ)) and (L ▷

A0
(Λ),B▷

0(Λ)) are 0-crystal
bases of L(Λ).

By Theorem 6F.3, the crystal bases B◁
0(Λ) and B▷

0(Λ) lift to canonical bases {G◁
0,µ | µ ∈

B◁
0(Λ)} of L ◁

A(Λ), and {G▷
0,ν | ν ∈ B▷

0(Λ)} of L ▷
A(Λ), that are uniquely determined by the

properties:
G◁

0,µ = G◁
0,µ and G◁

0,µ ≡ s◁
µ

(
mod qL ◁

A0(Λ)
)

G▷
0,ν = G▷

0,ν and G▷
0,ν ≡ s▷

ν

(
mod qL ▷

A0(Λ)
)
.

(6F.19)

for µ ∈ B◁
0(Λ) and ν ∈ B▷

0(Λ). Now set B◁
0(Λ) = {s◁

ν + qL ◁
A0

(Λ) | ν ∈ K◁
n} and B▷

0(Λ) =
{s▷

µ + qL ▷
A0

(Λ) | µ ∈ K▷
n}.

Theorem 6F.20. Suppose that σ,µ ∈ K◁
n and λ,ν ∈ K▷

n. Then d◁(G◁
0,µ) = D◁

µ,
d▷(G▷

0,ν) = D▷
ν ,(

G◁
∞,λ,G◁

0,µ

)◁
= δλm(µ) and

(
G▷

∞,σ,G▷
0,ν

)▷
= δm(σ)ν .

Proof. By Theorem 6F.14, B◁(Λ) = K◁
n. Therefore, by Lemma 6D.17 and the uniqueness

of canonical bases from [33, Theorem 5], if ν ∈ K◁
n then we can write d◁(G◁

0,ν) = D◁
µ, for

some µ ∈ K◁
n. By Theorem 6E.10, if µ ∈ K◁

n then(
D◁

µ

)⊛
= D◁

µ and D◁
µ ≡

[
S◁

µ

] (
mod q

[
RepK RΛ

• (K[x])
])
.
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Hence, d◁(G◁
0,µ) = D◁

µ. Similarly, d▷(G▷
0,ν) = D▷

ν . Using Theorem 6F.14 and Lemma 6D.17,
if τ ∈ K◁

n then(
G◁

∞,m(τ ),G
◁
0,µ

)◁
=
(
d◁

T

(
q− def τ Y◁

τ

)
,G◁

0,µ

)◁

= qdef τ
〈(
q− def τ Y◁

τ

)#
,D◁

µ

〉
=
〈

Y◁
τ ,D

◁
µ

〉
= δτµ,

where the last equality follows by Theorem 6E.16 and (6C.2). Setting λ = m(τ ) gives
the first inner product in the displayed equation. The inner product (G▷

∞,σ,G▷
0,ν)▷ can be

computed in the same way. □

6G. Modular branching rules. This section uses the results of the last section, and The-
orem 2D.1, to prove precise forms of the modular branching theorem, which is Theorem D
from the introduction. That is, we prove that the modular branching rules for RΛ

n(K[x])
categorify the crystal graph of L(Λ). In principle, this result has already been proved by
Lauda and Vazirani [44], however, their theorem does not imply our result because it is not
clear how to relate their labelling of the irreducible RΛ

n(K[x])-modules to Corollary 6F.15.
On the other hand, our results do imply those of [44] for the cyclotomic KLR algebras of
types A(1)

e−1 and C
(1)
e−1. Moreover, our approach to the modular branching rules is consid-

erably shorter than the other routes in the literature because we have already established
the link between the representation theory of RΛ

n(K[x]) and the crystal graph of L(Λ).
Suppose that M is an RΛ

n(K[x])-module. Recall from subsection 5E that headM and
socM are the head of socle of M , respectively. For i ∈ I and k ≥ 0 inductively define
RΛ

n(K[x])-modules ẽk
iM and f̃k

iM by setting ẽ0
iM = M = f̃0

iM and if k ≥ 0 define

ẽk+1
i M = soc

(
Ei

(
ẽk

iM
))

and f̃k+1
i M = head

(
Fi

(
f̃k

iM
))
.

Using these operators attach the following non-negative integers to M :

εi(M) = max
{
k ≥ 0

∣∣∣ ẽk
iM ̸= 0

}
and φi(M) = max

{
k ≥ 0

∣∣∣ f̃k
iM ̸= 0

}
.

The key result that we need is the following, which lifts some of the easy preliminary
results from Grojnowski’s approach to the modular branching rules into our setting.

Proposition 6G.1. Let µ ∈ K◁
n, ν ∈ K▷

n and i, j ∈ I and assume that εi(D◁
µ) > 0 and

εj(D▷
ν) > 0.

(a) As RΛ
n−1(K[x])-modules, Ei(D◁

µ) is self-dual and ẽiD
◁
µ is irreducible with εi(ẽiD

◁
µ) =

εi(D◁
µ) − 1. Moreover, if [EiD

◁
µ : L] > 0 and L ̸∼= qbẽiD

◁
µ as RΛ

n−1-modules, then
εi(L) < εi(ẽiD

◁
µ).

(b) As RΛ
n−1(K[x])-modules, Ej(D▷

ν) is self-dual and ẽjD
▷
ν is irreducible with εj(ẽjD

▷
ν)

= εj(D▷
ν) − 1. Moreover, if [EjD

▷
ν : L] > 0 and L ̸∼= qbẽjD

▷
ν as RΛ

n−1-modules, then
εj(L) < εj(ẽjD

▷
ν).

(c) Let M be an irreducible RΛ
n(K[x])-module. Then yn acts nilpotently on EiM with

nilpotency index εi(M).

Proof. The modules Ei(D◁
µ) and Ej(D▷

ν) are self-dual by Proposition 6B.3. The remaining
claims in (a) follow from [16, 36]. In more detail, by construction any irreducible RΛ

m(K[x])-
module is an irreducible Rm(K[x])-module. Hence, ẽiD

△

µ = soc(EiD
△

µ ) is an irreducible
RΛ

n−1(K[x])-module by [36, Corollary 3.12], which also shows that εi(ẽiD
△

µ ) = εi(D△µ ) − 1.
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The remaining statements follow from [36, Lemma 3.9]. (The paper [36] assumes that the
quiver Γ is simply-laced but the arguments apply without change in type C(1)

e−1.)
Parts (b) now follows by symmetry.
Now consider (c). Since yn has positive degree, it is a nilpotent element of RΛ

n(K[x]), so
the real claim here is that yn has nilpotency index εi(M) when acting on EiM . This can
be proved by repeating the argument of [39, Theorem 3.5.1] using [36, Lemma 2.1 and
Lemma 3.7]. □

Corollary 6G.2. Suppose that λ,µ ∈ K◁
• and σ,ν ∈ K▷

• and fix i, j ∈ I and a, b ∈ Z.
(a) If soc(EiD

◁
µ) ∼= qaD◁

λ, then head(FiD
◁
λ) ∼= qdi−di(λ)−aD◁

µ

(b) If soc(EjD
▷
ν) ∼= qbD▷

σ, then head(FjD
▷
σ) ∼= qdj−di(σ)−bD▷

ν .

Proof. Let △ ∈ {◁, ▷} and suppose that λ,µ ∈ K△• and i ∈ I. By tensor-hom adjointness,

HomRΛ
n(K[x])

(
qaFΛ

i D
△

λ , D
△

µ

)
∼= HomRΛ

n−1(K[x])

(
qaD△λ , E

Λ
i D

△

µ

)
.

By assumption, the right-hand hom-space is nonzero if and only if soc(EiD
△

µ ) ∼= qaD△λ .
On the other hand, FΛ

i D
△

λ = qdi−di(λ)FiD
△

λ and FiD
△

λ is self-dual by Proposition 6B.3.
Therefore, the left-hand hom-space is nonzero if and only if qdi−di(λ)−aD△µ is a quotient
of FiD

△

λ . Moreover, since soc(EiD
△

µ ) is irreducible by Proposition 6G.1, it follows that
head(FiD

△

λ ) is irreducible, so this completes the proof. □

By Proposition 6G.1, if L is a composition factor of EiD
△

µ then εi(L) < ε(ẽiD
◁
µ), so we

also obtain:

Corollary 6G.3. Suppose that i, j ∈ I and let µ ∈ K◁
n and ν ∈ K▷

n. Then

εi(D◁
µ) = max

{
k ≥ 0

∣∣∣Ek
i D

◁
µ ̸= 0

}
and εi(D▷

ν) = max
{
k ≥ 0

∣∣∣Ek
i D

▷
ν ̸= 0

}
.

Recall the definition of the quantum integers [k]i and quantum factorials [k]i! from sub-
section 6D.

Kashiwara’s theory of global crystal bases, combined with Corollary 6F.18 and Theo-
rem 6F.17, gives:

Lemma 6G.4 (Kashiwara [34, Lemma 12.1]). Suppose that i, j ∈ I and let µ ∈ K◁
n and

ν ∈ K▷
n. Then

EiD
◁
µ = [ε◁

i (µ)]i D◁
eiµ +

∑
λ ∈ K◁

n−1
ε◁

i (λ) < ε◁
i (µ)−di

a◁,i
λµD◁

λ, EjD▷
ν =

[
ε▷

j (ν)
]

j
D▷

ejν +
∑

σ ∈ K▷
n−1

ε▷
j (σ) < ε▷

j (ν)−di

a▷,i
σνD▷

σ,

FiD
◁
µ = [φ◁

i (µ)]i D◁
fiµ +

∑
λ ∈ K◁

n+1
φ◁

i (λ) < φ◁
i (µ)−dj

b◁,j
λµD◁

λ, FjD▷
ν =

[
φ▷

j (ν)
]

j
D▷

fjν +
∑

σ ∈ K▷
n+1

φ▷
j (σ) < φ▷

j (ν)−dj

b▷,j
σνD▷

σ.

for bar invariant Laurent polynomials a◁,i
λµ, a

▷,i
λµ, b

◁,j
λµ, b

▷,j
λµ ∈ A.

Similar to Corollary 6G.3, we can use Lemma 6G.4 to argue by induction to determine
the crystal data statistics ε△i (µ) and φ△i (µ) from (6F.11), for µ ∈ K△n :

ε△i (µ) = max
{
k ≥ 0

∣∣∣Ek
i D△µ ̸= 0

}
and φ△i (µ) = max

{
k ≥ 0

∣∣∣F k
i D△µ ̸= 0

}
, (6G.5)

Using the last two results we can prove the “modular restriction rules” for the simple
RΛ

n(K[x])-modules. By Proposition 6G.1, we already know that ẽiDµ is irreducible so the
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next result precisely identifies which irreducible it is. We remind the reader that this result
applies to any cyclotomic KLR algebra of type A(1)

e−1, A∞, C(1)
e−1 or C∞ by Corollary 4F.4.

For △ ∈ {◁, ▷} define ω
△

n to be the minimal element of Pℓ
n with respect to the partial

order △. That is, ω⊴
n = (n|0| . . . |0) when △ = ◁, and ω⊵

n = (0| . . . |0|1n) when ω△ = ▷.

Theorem 6G.6. Suppose that i, j ∈ I, µ ∈ K◁
n and ν ∈ K▷

n. Then εi(D◁
µ) = ε◁

i (µ) and
εj(D▷

ν) = ε▷
j (ν). If εi(µ) ̸= 0 and εj(ν) ̸= 0, respectively, then as RΛ

n−1(K[x])-modules,

ẽiD
◁
µ

∼= qdi(ε◁
i (µ)−1)D◁

eiµ and ẽjD
▷
ν

∼= qdj(ε▷
j (ν)−1)D▷

ejν .

Proof. It is enough to consider case ẽiD
◁
µ, because the result for ẽiD

▷
ν is then implied

by symmetry. We argue, first, by induction on n and then on the ◁-dominance order
to show that εi(D△µ ) = ε◁

i (µ) and that, up to shift, ẽiD
◁
µ

∼= D◁
eiµ. First, suppose that

µ = ω⊵
n = (n|0| . . . |0), which is the maximal element of K◁

n under dominance. Then
D◁

µ is the one dimensional trivial module of RΛ
n(K[x]) and [D◁

µ] = D◁
µ by Theorem 6E.16.

Hence, εi(D◁
µ) = εi(µ) and ẽiD

◁
µ = D◁

eiµ if εi(D◁
µ) ̸= 0, which is if and only if i = rn(µ),

eiω
⊵
n = eiµ = ω⊵

n−1 and εi(µ) = 1. Therefore, the theorem holds when µ = ω⊵
n .

Now suppose that µ ̸= ω⊵
n is not maximal with respect to dominance in K◁

n. By
induction we can assume that, up to shift, ẽiD

◁
σ = D◁

eiσ whenever σ ∈ K◁
n and σ ▷ µ.

Set ε = εi(D◁
µ). By Corollary 6G.3 and Proposition 6G.1, there exists ν ∈ K◁

n−ε and a
polynomial f(q) ∈ N[q, q−1] such that E(ε)

i [D◁
µ] = f(q)[D◁

ν ]. We will show that ν = eε
i µ.

By Theorem 6E.16, we can write[
D◁

µ

]
= D◁

µ +
∑
σ ▷ µ

aK◁
σµ(q)D◁

σ.

Let ε′ = max{ε◁
i (σ) | aK◁

σµ(q) ̸= 0}. If ε′ > ε then, by Lemma 6G.4,

E
(ε′)
i

[
D◁

µ

]
=

∑
σ ⊵µ

ε◁
i (σ)=ε′

aK◁
σµ(q)D◁

eε′
i σ
.

In particular, E(ε′)
i [D◁

µ] ̸= 0 is a contradiction. Similarly, if ε′ < ε then E
(ε′)
i [D◁

µ] = 0,
giving a second contradiction. Hence, ε′ = ε and we have

f(q) [D◁
ν ] = E

(ε)
i [D◁

µ] =
∑

σ ⊵µ
ε◁

i (σ)=ε

aK◁
σµ(q)D◁

eε
i σ.

If εi(µ) < ε = εi(D◁
µ) then ν = eε

i σ, for some σ ⊵ µ. Applying Corollary 6G.2 and
induction, it follows that D◁

µ
∼= f̃ ε

iD
◁
ν

∼= D◁
σ, up to shift. This is a contradiction since

σ ▷ µ. Therefore, εi(µ) = εi(D◁
µ) and ẽiD

◁
µ = D◁

eiµ, up to shift, completing the proof of
the inductive step.

We have now shown that εi(D◁
µ) = ε◁

i (µ) and if εi(µ) > 0 then ẽiD
◁
µ

∼= qdD◁
eiµ, for some

d ∈ Z, and it remains to show that d = di(ε◁
i (µ) − 1). To complete the proof, observe that

because εi(D◁
µ) = ε◁

i (µ), Kashiwara’s Lemma 6G.4 implies that [EiD
◁
µ : D◁

eiµ]q = [ε◁
i (µ)]i.

By (KLR3), yn commutes with RΛ
n−1(K[x]), so multiplication by yn defines an RΛ

n−1(K[x])-
module endomorphism of EiD

◁
µ. By Proposition 6G.1(c), the nilpotency index of yn acting

on EiD
◁
µ is ε◁

i (µ). Therefore,[
yk

nD
◁
µ/y

k+1
n D◁

µ : D◁
eiµ

]
q

̸= 0, for 0 ≤ k < εi(µ). (6G.7)
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Moreover, every composition factor of EiD
◁
µ isomorphic toD◁

eiµ, up to shift, arises uniquely
in this way by the remarks above. The module EiD

◁
µ is self-dual by Proposition 6G.1(a).

Consequently, head(EiD
◁
µ) ∼= qdD◁

eiµ, for some d ∈ Z. Moreover, ẽiD
◁
µ = soc(EiD

◁
µ) ∼=

qd+2di(ε◁
i (µ)−1)D◁

eiµ by (6G.7). Hence, using self-duality again, d = −di(ε◁
i (µ) − 1), so

ẽiD
◁
µ = qdi(ε◁

i (µ)−1)D◁
eiµ as claimed. □

Corollary 6G.8. Let i, j ∈ I, µ ∈ K◁
n and ν ∈ K▷

n. Then φi(D◁
µ) = φ◁

i (µ), φj(D▷
ν) =

φ▷
j (ν) and

f̃ iD
◁
µ

∼= qdi(1−φ△i (µ))D◁
fiµ and f̃ jD

▷
ν

∼= qdj(1−φ△j (ν))D▷
fjν

as RΛ
n+1(K[x])-modules.

Proof. Let △ ∈ {◁, ▷}. By (6F.12), di(µ) = φ△i (µ) − ε△i (µ), so

f̃ iD
△

µ
∼= qdi(1−φ△i (µ))D△fiµ

by Theorem 6G.6 and Corollary 6G.2. In turn, this implies that φi(D△µ ) = φ△i (µ). □

Since εi(D△µ ) = ε△i (µ) by Theorem 6G.6, and φi(D△µ ) = φ△i (µ) by Corollary 6G.8,
Lemma 6G.4 now implies:
Corollary 6G.9. Let i, j ∈ I, µ ∈ K◁

n and ν ∈ K▷
n. Then

Ei[D◁
µ] = [ε◁

i (µ)]i[D◁
eiµ] +

∑
λ ∈ K◁

n−1
ε◁

i (λ) < ε◁
i (µ)−di

c◁,i
λµ[D◁

λ],

Ej [D▷
ν ] = [ε▷

j (ν)]j [D▷
ejν ] +

∑
σ ∈ K▷

n−1
ε▷

j (σ) < ε▷
j (ν)−di

c▷,i
σν [D▷

σ],

Fi[D◁
µ] = [φ◁

i (µ)]i[D◁
fiµ] +

∑
λ ∈ K◁

n+1
φ◁

i (λ) < φ◁
i (µ)−di

d◁,i
λµ[D◁

λ],

Fj [D▷
ν ] = [φ▷

j (ν)]j [D▷
fjν ] +

∑
σ ∈ K▷

n+1
φ▷

j (σ) < φ▷
j (ν)−dj

d▷,j
σν [D▷

σ].

for bar invariant Laurent polynomials c◁,i
λµ, c

▷,i
λµ, d

◁,j
λµ, d

▷,j
λµ ∈ N[q, q−1].

Many people have observed that the last result implies that the dimension of D△µ is at
least the number of paths in the △-crystal graph from 0ℓ to µ, but we can do much better.
If µ ∈ K△n and 0ℓ

i△
⟿ µ is a good node sequence, define the bar invariant polynomial

[εi] ∈ N[q, q−1] recursively by setting

[ε△i (q)] =
{

[ε△in
(µ)]in [εi′(q)] , if n > 0 and i′ = (i1, . . . , in−1),

1 if n = 0.

Given two characters χ, χ′ ∈ N[q, q−1][In] write χ ≥ χ′ if χ− χ′ ∈ N[q, q−1][In].
Corollary 6G.10. Let µ ∈ K◁

n and ν ∈ K▷
n. Then

chD◁
µ ≥

∑
0ℓ

i◁
⟿µ

[ε◁
i (q)] i and chD▷

ν ≥
∑

0ℓ

j▷
⟿ν

[
ε▷

j (q)
]

j.
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Proof. This follows easily from Corollary 6G.10 by induction on n. □

This result is rarely sharp. When RΛ
n (F ) is semisimple and S△λ = D△λ is concentrated

in degree zero, then the △-good residue sequences are in bijection with the standard λ-
tableaux and [ε△i (q)] = 1 (cf. [52, Proposition 2.4.6]). It follows that the right-hand side
is the graded character of the Specht module, which is concentrated in degree zero in the
semisimple case, so in this case D△µ = S△µ and both bounds in corollary are sharp.

Corollary 6G.11. Let i, j ∈ I, µ ∈ K◁
n and ν ∈ K▷

n. Then

ENDRΛ
n−1(F )

(
EΛ

i D
◁
µ

)
∼= F [yn]/

(
y

ε◁
i (µ)

n

)
and ENDRΛ

n−1(F )

(
EΛ

i D
▷
ν

)
∼= F [yn]/

(
y

ε▷
i (ν)

n

)
.

as Z-graded algebras.

Proof. Let △ ∈ {◁, ▷}. As observed in the proof of Theorem 6G.6, multiplication by
yn defines an RΛ

n−1(F )-module homomorphism of EiD
△

µ = EΛ
i D

△

µ and yn acts on EiD
△

µ

as a nilpotent operator of index ε△i (µ). Hence, the image of yn in the endomorphism
ring ENDRΛ

n−1(F )(EiD
◁
µ) generates a subalgebra isomorphic to F [yn]/(yε◁

i (µ)
n ). By (6G.7),

the image of the endomorphism given by multiplication by yk
n has head isomorphic to

qdi(2k+1−ε△i (µ))D△eiµ, for 0 ≤ k < ε△i (µ). On the other hand, if φ is a (homogeneous)
RΛ

n−1(K[x])-module endomorphism of EiD
△

µ then φ then head(imφ) ∼= qkD△eiµ, for some
k ∈ Z. As [EiD

△

µ : ε△i (µ)]q = [ε△i (µ)]i, it follows that φ(m) = yk
nm, for some k. □

We are missing a description of the endomorphism rings

ENDRΛ
n+1(F )

(
FΛ

i D
◁
µ

)
and ENDRΛ

n+1(F )

(
FΛ

j D
◁
µ

)
,

for µ ∈ K◁
n, ν ∈ K◁

n and i, j ∈ I. Naively, we might expect that

ENDRΛ
n+1(F )

(
FΛ

i D
◁
µ

)
∼= F [cn+1]/

(
c

φ◁
i (µ)

n+1

)
and

ENDRΛ
n+1(F )

(
FΛ

i D
▷
ν

)
∼= F [cn+1]/

(
c

φ▷
j (ν)

n+1

)
,

where cn+1 = y1 + y2 + · · · + yn+1. In type A(1)
e−1, this result was proved by Brundan

and Kleshchev [11, Theorem 4.9]. Unfortunately, in type C(1)
e−1, the element cn+1 is rarely

homogeneous, so this statement needs to be modified. In any case, we do not see how to
obtain a description of these endomorphism rings using the results of this paper.

Index of notation

This index of notation gives a brief description of the main notation used in the paper,
together with the section and page where the notation is first introduced.

§ Symbol Description Page
2A k A commutative integral domain with 1, concentrated in

degree 0
199

K A field that is a k-algebra, again in degree 0 199
x A family of indeterminates over the ground ring, which

is normally k
199
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§ Symbol Description Page
k[x] The positively graded polynomial ring k[x], with x ∈ x

in degree 1
199

K[x±] The Z-graded Laurent polynomial ring K[x, x−1] 199
A The ring A = Z[q, q−1], where q is an indeterminate 199
A The ring Q(q) of rational functions in q 199
qdM The graded module obtained by shifting the grading on

M by d
199

HomA(M,N) The homogeneous A-module maps M → N of degree 0 199
HOMA(M,N) All homogeneous A-module maps M → N 199
EndA(M) The homogeneous A-module endomorphisms of M of de-

gree 0
199

ENDA(M) All homogeneous A-module endomorphisms of M 199
2B N The set of non-negative integers Z≥0 200

Γ A symmetrisable quiver, usually of type A(1)
e−1 or C(1)

e−1 200
I The vertex set {0, 1, . . . , e− 1} of Γ 200
C = (cij) Cartan matrix of Γ 200
di D = diag(d0, . . . , de−1) is the symmetriser of C 200
αi Simple root, for i ∈ I 200
Λi Fundamental weight, for i ∈ I 200
P+ Dominant weight lattice 200
Q+ Positive root lattice 200
Sn Symmetric group on {1, 2, . . . , n} 200
σk Simple reflection σk = (k, k + 1) ∈ Sn, for 1 ≤ k < n 200
L(w) Coxeter length of w ∈ Sn 200
A

(1)
e−1 Affine quiver of type A with vertex set I 201

C
(1)
e−1 Affine quiver of type C with vertex set I 201

QI Family QI = (Qi,j(u, v))i,j∈I of Rouquier’s Q-
polynomials

201

2C WI Family WI = (Wi(u))i ∈ I of weight polynomials, for i ∈
I

202

Λ The dominant weight in P+ determined by WI 202
Iα The orbit {i ∈ In |α = αi1 + · · · + αin} for α ∈ Q+ 202
RΛ

n ,R
Λ
α A (standard) cyclotomic KLR algebra 202

Rn,Rα A (standard) KLR algebra 202
1i An idempotent in, and generator of, RΛ

n or RΛ
n , for i ∈ I 202

y1, . . . , yn Generators of RΛ
n or RΛ

n 202
ψ1, . . . , ψn−1 Generators of RΛ

n or RΛ
n 202

deg Degree function on RΛ
n , RΛ

n , graded rings, and tableaux 202
∗ The unique anti-isomorphism of RΛ

n , or RΛ
n , that fixes

each generator
202

M⊛ Graded dual M⊛ = HOMA(M,K) of M 202
Qx

I Family (Qx
i,j(u, v))i,j ∈ I of deformed Q-polynomials

defining RΛ
n

203
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§ Symbol Description Page
Wx

I Family (W x
i (u))i ∈ I of deformed weight polynomials

defining RΛ
n

203

RΛ
n Deformed cyclotomic KLR algebra determined by

(Γ,Qx
I ,W

x
I )

204

RΛ
α Block of cyclotomic KLR algebra RΛ

n 204

2D ψw Element of RΛ
n or RΛ

n defined by a fixed reduced expres-
sion for w ∈ Sn

204

φw Element of RΛ
n or RΛ

n indexed by w ∈ Sn 205

3A (c, r) A content system for RΛ
n 205

3B Pℓ
n The poset of ℓ-partitions of n 210

◁, ▷ Reverse dominance and dominance orders on Pℓ
n 210

△,▽ Throughout, △ ∈ {◁, ▷} and {△,▽} = {◁, ▷} 210
(k, r, c) The node in component k, row r and column c 210
≤,≥ Lexicographic orders on the set of nodes {(k, r, c)} 210
Std(λ) Standard tableau of shape λ ∈ Pℓ

n 210
Std2(P) Pairs of standard tableaux

⋃
λ∈P Std(λ) × Std(λ), for

P ⊆ Pℓ
n

210

Std(i) Set of standard tableaux with residue sequence i 211
c(k, r, c) Content c(k, c− r) of the node (k, r, c) 211
r(k, r, c) Residue r(k, c− r) of the node (k, r, c) 211
c(t) Content sequence c(t) = (c1(t), . . . , cn(t)) of the tableau

t
211

r(t) Residue sequence r(t) = (r1(t), . . . , rn(t)) of the tableau
t

211

Qm(t) Q
x
rm(t),rm+1(t)(cm(t), cm+1(t)) − δrm(t),rm+1(t)/(cm+1(t) −

cm(t))2
212

3C Ft Semisimple idempotent in RΛ
n(K[x±]), for t ∈ Std(Pℓ

n) 212

3F Sℓ
n Universal level ℓ semisimple algebra for content system 221

Ψst Basis elements of Sℓ
n(K) 222

4A s↓m Restriction of the tableau s to {1, . . . ,m} 226
s ⊴ u dominance on standard tableaux 226
(s, t) ⊴ (u, v) Dominance on pairs of tableaux: s ⊴ u and t ◁ v 226
λ′ Conjugate ℓ-partition λ′ = (λ(ℓ)′| . . . |λ(1)′) 226
t′ Conjugate tableau: t′(k, r, c) = t(ℓ− k + 1, c, r) 226
t◁
λ, t▷

λ Initial tableau with respect to ◁ and ▷ 226
d◁

t , d
▷
t Permutations: d◁

t t◁
λ = t = d▷

t t▷
λ, for t ∈ Std(Pℓ

n) 226
i◁λ, i▷λ Residue sequences: i◁λ = r(t◁

λ) and i▷λ = r(t▷
λ) 227

y◁
λ, y

▷
λ Polynomials y◁

λ, y
▷
λ ∈ k[y1, . . . , yn] 227

ψ◁
st, ψ

▷
st The basis elements ψd◁

s y
◁
λ1i◁

λ
ψ∗

d◁
t

and ψd▷
s y

▷
λ1i▷

λ
ψ∗

d▷
t

227
f◁

st, f
▷
st The basis elements f◁

st = Fsψ
◁
stFt and f▷

st = Fsψ
▷
stFt, for

s, t ∈ Std(λ)
227

ρk(t) The difference ck+1(s) − ck(s) ∈ k[x] 228
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§ Symbol Description Page

γ◁
t , γ

▷
t Important monomials in K[x±], for t ∈ Std(Pℓ

n) 229
4C deg◁, deg▷ Degree functions for the ψ◁ and ψ▷ bases 234

S◁
λ, S

▷
λ Graded Specht modules for the ψ◁ and ψ▷ bases 236

4D γ◁▷
λ The defect polynomial of λ ∈ Pℓ

n 237
αλ The positive root

∑
A∈λ αr(A) ∈ Q+ 238

Pℓ
α The set of ℓ-partitions {λ ∈ Pℓ

n |αλ = α} 238
def(λ) The Λ-defect of λ, which is def(αλ) = (Λ, αλ)− 1

2(αλ, αλ) 238
d◁

A(λ), d▷
A(λ) Number of addable minus removal i-nodes below/above

A
238

di(λ) Number of addable minus removable i-nodes of λ 238

4E ⟨ , ⟩α Non-degenerate symmetric bilinear form on RΛ
α(k[x]) 240

z◁
λ, z

▷
λ Distinguished generators for Specht submodules 241

5A ⟨ , ⟩◁
λ, ⟨ , ⟩▷

λ Bilinear forms on S◁
λ and S▷

λ 246
D◁

µ, D
▷
ν Simple RΛ

n -modules defined by the ψ◁
st and ψ▷

st bases 246
K◁

n,K▷
n Indexing sets for simple RΛ

n -modules 246

5B dK◁
λµ(q), dK▷

λν(q) Graded decomposition numbers for RΛ
n 249

Y ◁
µ , Y

▷
ν Projective covers of D◁

µ and D▷
ν , respectively 249

5C chM Formal character in A[In], for the RΛ
n -module M 250

The bar involution on A + Z[q, q−1] given by f(q) =
f(q−1)

250

5D m(µ) Bijection m : K◁
n −→K▷

n such that D◁
µ

∼= D▷
m(µ) 251

5E ε Sign automorphism of Γ and associated maps on RΛ
n ,

Uq(gΓ), . . .
254

socM The socle of M 256
headM The head of M 256

6A RepK RΛ
n(K[x]) Category of graded RΛ

n -modules, which are finite dimen-
sional over K

257

ProjK RΛ
n(K[x]) Full subcategory of RepK RΛ

n(K[x]) of projective modules 257
EΛ

i The i-restriction functor RepK RΛ
α+αi

toRepK RΛ
α 257

FΛ
i The i-induction functor RepK RΛ

α → RepK RΛ
α+αi

257

6B M# The projective dual: M# = HomRΛ
n(K[x])(M,RΛ

n(K[x])) 262

6C [RepK RΛ
n(K[x])] Grothendieck group of RepK RΛ

n(K[x]) 263
[ProjK RΛ

n(K[x])] Grothendieck group of ProjK RΛ
n(K[x]) 263[

RepK RΛ
• (K[x])

] ⊕
n≥0[RepK RΛ

n(K[x])] 263[
ProjK RΛ

• (K[x])
] ⊕

n≥0[ProjK RΛ
n(K[x])] 263

⟨ , ⟩ Cartan pairing
[
ProjK RΛ

• (K[x])
]

×
[
RepK RΛ

• (K[x])
]

→ A 264

6D qi For i ∈ I, qi = qdi 264
[k]i For k ∈ Z, [k]i is the quantum integer (qk

i − q−k
i )/(qi −

q−1
i ) ∈ A

264
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§ Symbol Description Page
[k]i! For k > 0, [k]i! is the quantum factorial [1]i . . . [k]i ∈ A 264
Uq(gΓ) Quantum group of the Kac–Moody algebra gΓ 264
Ei, Fi,K

±
i Generators of Uq(gΓ) 264

F Λ◁
A ,F Λ▷

A Uq(gΓ)-Fock spaces associated to the ψ◁ and ψ▷ bases 265
s◁
λ, s▷

λ Basis elements of the Fock spaces F Λ◁
A and F Λ▷

A 265
wt(v) Weight of an element in a Fock space 266
L(Λ) Irreducible integrable highest weight module for Uq(gΓ)

of weight Λ
266

Pℓ
• The set

⋃
n ≥ 0 Pℓ

n 267
K◁

•,K▷
• The sets

⋃
n ≥ 0 K◁

n and
⋃

n ≥ 0 K▷
n 267

y◁
µ, y▷

ν Images of [Y ◁
µ ] and [Y ▷

ν ] in F Λ◁
A and F Λ▷

A 267
d◁, d▷ Surjective decomposition maps d△ : F Λ△

A −→[
RepK RΛ

• (K[x])
] 267

d◁
T , d▷

T Injective decomposition maps d△T :
[
ProjK RΛ

• (K[x])
]

−→
F Λ△

A

267

L ◁
A(Λ),L ▷

A(Λ) Highest weight modules as submodules of F Λ◁
A and F Λ▷

A 269
( , )◁, ( , )▷ Semilinear pairings on F Λ◁

A and F Λ▷
A 269

L ◁
A(Λ)∗,L ▷

A(Λ)∗ Dual highest weight modules as submodules of F Λ◁
A and

F Λ▷
A

270

6E v Bar involution applied to an element v of an integrable
Uq(gΓ)-module

272

eK◁
λµ(−q), eK▷

λν(−q) Entries of the inverse graded decomposition matrices 272
X◁

µ,X▷
ν Fake projective modules, which give bases of[

ProjK RΛ
• (K[x])

] 273

Y◁
µ,Y

▷
ν #-canonical basis vectors in

[
ProjK RΛ

• (K[x])
]

274
d◁

λµ(q), d▷
λν(q) Transition matrices between the {[X△µ ]} and {Y△µ } bases 274

D◁
µ,D

▷
ν ⊛-canonical basis vectors in

[
RepK RΛ

• (K[x])
]

274
e◁

µλ(−q), e▷
νλ(−q) Transition matrices between the {[S△λ ]} and {D△µ } bases 274

aK◁
λµ(q), aK▷

λν(q) Transition matrices between the {[Y△µ ]} and {Y △µ } bases 276
bK◁

λµ(q),bK▷
λν(q) Transition matrices between the {[D△µ ]} and {D△µ } bases 276

6F ei, fi Kashiwara’s crystal operators, for i ∈ I 278
A0 Ring of rational functions regular at 0 278
A∞ Ring of rational functions regular at ∞ 278
qω Shorthand notation with q0 = q and q∞ = q−1 278
0ℓ

i△
⟿ µ A △-good node sequence from 0ℓ to µ 279

B◁(Λ),B▷(Λ) The sets {µ ∈ Pℓ
• | 0ℓ

i△
⟿ µ} 281

ε◁
i (µ), ε▷

i (µ) The number of △-normal i-nodes, for i ∈ I 282
φ◁

i (µ), φ▷
i (µ) The number of △-conormal i-nodes, for i ∈ I 282

6G ω⊵
n The minimal ℓ-partition (0| . . . |0|1n) in (Pℓ

n,⊵) 288
ω⊴

n The minimal ℓ-partition (n|0| . . . |0) in (Pℓ
n,⊴) 288
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