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Representations and binomial coefficients
Peter Fiebig

Abstract. To a root system R and a choice of coefficients in a field K we associate a category
X of graded spaces with operators. For an arbitrary choice of coefficients we show that we obtain
a semisimple category in which the simple objects are parametrized by their highest weight. Then
we assume that the coefficients are given by quantum binomials associated to (K, q), where q is an
invertible element in K. In the case that R is simply laced and (K, q) has positive (quantum) charac-
teristic, we construct a Frobenius pullback functor and prove a version of Steinberg’s tensor product
theorem for X . Then we prove that one can view the objects in X as the semisimple representations
of Lusztig’s quantum group associated to (R, K, q) (for q = 1 we obtain semisimple representations of
the hyperalgebra associated to (R, K)). Hence we obtain new proofs of the Frobenius and Steinberg
theorems both in the representation theory of reductive algebraic groups and of quantum groups.

1. Introduction

Let G be a reductive algebraic group defined over an algebraically closed field K. Any
representation of G can be considered as a module for the hyperalgebra U associated with
G. If char K = 0, this hyperalgebra is the universal enveloping algebra of the Lie algebra
of G. In the case char K > 0 it is slightly more complicated, it is generated by elements
e

(n)
α , f

(n)
α and k±1

α , where α is a simple root of G and n is a positive integer. We can then
consider each representation of G as a K-vector space that is graded by the weight lattice
and is acted upon by the operators e

(n)
α and f

(n)
α .

In this article we study the reverse problem. Let R be the root system of G and denote
by X its weight lattice, and choose a set of simple roots Π in R. Let c be a map that
associates an element in K to a tuple (µ, α, m, n, r), where µ is a weight in X, α is a
simple root in Π, and m, n and r are non-negative integers. To these choices we associate
a category X of graded spaces with operators. Objects in this category are X-graded
K-vector spaces M =

⊕
µ ∈ X Mµ, endowed with linear operators Eα,n and Fα,n for α ∈ Π

and n > 0 of degree +nα and −nα, resp., subject to the following axioms.
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• Each graded subspace Mµ is finite dimensional and the set of µ with Mµ ̸= 0 is
quasi-bounded (cf. Section 2.2).

• The operators Eα,m and Fβ,n commute if α ̸= β, and

Eα,mFα,n|Mµ+nα =
∑

r

c(µ, α, m, n, r)Fα,n−rEα,m−r|Mµ+nα .

• Each weight space Mµ is the direct sum of its primitive vectors and its coprimitive
vectors.

(A vector in Mµ is primitive if it is annihilated by all E-operators, and coprimitive if it
is contained in the subspace generated by the images of the F -operators.) The above are
inspired by similar axioms that appear in [3, 4]. In particular, they can be considered as
defining Lefschetz operators in multiple simple root directions.

Our first result is that X is a semisimple category with simple objects being parametrized
by the weight lattice X.
Theorem A.

(1) For all λ ∈ X there is an up to isomorphism unique object S(λ) in X with the
following properties.
(a) S(λ) is indecomposable.
(b) S(λ)λ is a one-dimensional vector space, and S(λ)µ ̸= 0 implies µ ≤ λ.

(2) The objects S(λ) characterized in (1) satisfy

HomX (S(λ), S(µ)) =
{

0, if µ ̸= λ,

K · idS(λ), if µ = λ.

(3) For any object M in X there exists an index set J and weights λj ∈ X for j ∈ J
such that M ∼=

⊕
j ∈ J S(λj). The multiset of weights

binomλj is uniquely determined by M .
The character of S(λ) (i.e. the collection dim S(λ)µ for all µ ∈ X) highly depends on

the choice of coefficients c, and we cannot say much about the characters in this generality.
We show that each object in X carries a non-degenerate contravariant form, i.e. a sym-

metric bilinear form with the properties that the weight decomposition is orthogonal and
the E-operators are adjoint to the corresponding F -operators. For this we have to assume
that the choice of coefficients c is symmetric in m and n.

Now assume that R is simply laced and that the choice of coefficients c is given the
following quantum binomials:

cµ,α,m,n,r :=
[
⟨µ, α∨⟩ + m + n

r

]
v=q

with the variable v specialized to a non-zero element q in K (cf. Section 5.1). Then it is
quite easy to establish a conncection between the category X and representation theory.
Let U(K,q) be the quantum group (with divided powers) associated to R and the pair
(K, q). It is an associative unital K-algebra generated by elements e

[n]
α , f

[n]
α , k±1

α for α ∈ Π
and n > 0 and some relations, cf. [7]. For all λ ∈ X there exists an up to isomorphism
unique simple U(K,q)-module L(λ) of highest weight λ. We prove the following.

Theorem B. Let λ ∈ X. Then L(λ), together with its weight decomposition and the
homomorphisms Eα,n and Fα,n coming from the action of the standard generators e

[n]
α and

f
[n]
α , is an object in X . It is isomorphic to S(λ).
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Note that if q = 1 and K is algebraically closed, then the action of U(K,1) on L(λ)
factors over a quotient that is isomorphic to the hyperalgebra of the semisimple, simply
connected algebraic group GK over K associated with R. If λ is dominant, then L(λ) is
the irreducible representation of GK with highest weight λ.

We keep the assumption that R is simply laced and that the coefficients are given by
certain quantum binomials. We deduce several properties of the E- and F -operators, and
of the objects S(λ), from arithmetic properties of the (quantum) binomial coefficients. For
example, we obtain that

Eα,mEα,n =
[
m + n

m

]
Eα,m+n and Fα,mFα,n =

[
m + n

m

]
Fα,m+n

for all α ∈ Π and m, n ≥ 0. We also deduce the Serre relations and some of their higher
analogues that were proven by Lusztig. If ⟨α, β∨⟩ = −1 and m ≥ 2, then∑

r

(−1)rqr(2−m)Fα,rFβ,1Fα,m−r = 0,∑
r

(−1)rqr(2−m)Eα,rEβ,1Eα,m−r = 0.

It is worthwhile to point out here that the binomial identity used to prove the above results
is not one of the most basic ones. It is a q-version of the famous Pfaff–Saalschütz identity
that was discovered in the theory of hypergeometric functions. It reads[

x + a

a

][
y + b

b

]
=
∑

k

[
x + y + k

k

][
x + a − b

a − k

][
y + b − a

b − k

]

for all a, b, x, y ∈ Z.
To the pair (K, q) we can associate its quantum characteristic ℓ as follows. We set ℓ = 0

if [n] =
[n

1
]

̸= 0 for all n > 0. Otherwise we let ℓ be the smallest positive integer such that
[ℓ] = 0. If ℓ > 0, then q is a root of unity in K, and for q = ±1 the quantum characteristic
coincides with the (ordinary) characteristic of the field K. If ℓ > 0, then one has further
relations among the (quantum) binomial coefficients. For example, for a, b ∈ Z we have[

ℓa

b

]
=
{

0, if b ̸∈ ℓZ,( a
b/ℓ

)
, if b ∈ ℓZ.

Note that
( a

b/ℓ

)
denotes the ordinary binomial coefficient, i.e. the one we obtain in the case

q = 1. The above relation is the main ingredient in the construction of the Frobenius
pullback functor. In order to stress the dependence on q we denote the resulting category
by X(K,q) and its simple objects by S(K,q)(λ).

Theorem C. Suppose that ℓ > 0 and that the order of q is odd if q ̸= ±1. There exists a
functor Frob∗ : X(K,1) → X(K,q) with the property

Frob∗(S(K,1)(λ)) ∼= S(K,q)(ℓλ).

We also employ the q-version of Lucas’ theorem, i.e.[
a

b

]
=
[
a0
b0

](
a1
b1

)
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for all a, b ∈ Z with a = a0 + ℓa1, b = b0 + ℓb1 and 0 ≤ a0, b0 < ℓ, and a version of the
q-Chu–Vandermonde convolution formula[

a + ℓb

n

]
=

∑
n=r+ℓs

[
a

r

](
b

s

)
for all a, b, n ∈ Z. These identities are used to prove the following version of the Steinberg
tensor produce theorem.

Theorem D. Let λ0, λ1 ∈ X and suppose that λ0 is restricted, i.e. 0 ≤ ⟨λ0, α∨⟩ < ℓ for
all α ∈ Π. Then there exist E- and F -operators on the X-graded space S(λ0) ⊗ S(ℓλ1)
such that we obtain an object in X with

S(λ0) ⊗ S(ℓλ1) ∼= S(λ0 + ℓλ1).

The research that led to this article was motivated by the generational phenomenon
observed by Lusztig and Lusztig–Williamson for characters of simple and tilting modules
for algebraic groups in positive characteristics (cf. [9, 10]). This phenomenon is strongly
linked to both the Frobenius pullback and Steinberg’s tensor product theorem. The re-
sults of this article show that both statements can be traced back to certain arithmetic
properties of binomial coefficients.

Notational conventions. For convenience we use the following conventions:∑
r

=
∑
r ∈Z

,

∑
r+s=n

=
∑

(r,s) ∈Z2

r+s=n

(with fixed n).

Although the above summations are infinite, in each case in this paper only a finite number
of summands will be non-zero. Since it is not necessary to keep track of the summation
boundaries, change of variable arguments become much simpler. In the second half of the
paper many binomial coefficients will appear. It is very convenient (and customary) to
interpret

(a
b

)
= 0 and

[a
b

]
= 0 for all b < 0.

2. The category of graded spaces with operators

The purpose of this section is to define the category X and show that it is semisimple
with simple objects being parametrized by their highest weights. One of the advantages
of the category X is that its objects, and even the category itself, can be approximated,
i.e. there are versions XI of X , where I is an upwardly closed subset of the set of weights
X. This allows us to construct the simple objects in X “weight by weight”.

2.1. Setup. We fix a root system R and a basis Π of R. For any α ∈ R we denote by
α∨ ∈ R∨ its coroot. We let X be the weight lattice of R and ≤ the usual partial order on
X with respect to Π, i.e. µ ≤ λ if and only if λ − µ can be written as a sum of elements
of Π.

Definition 2.1.
(1) A subset T of X is called quasi-bounded (from above) if for all µ ∈ X the set

{λ ∈ T | µ ≤ λ} is finite.
(2) A subset I of X is called closed if λ ∈ I and λ ≤ µ imply µ ∈ I. A subset J of X

is open if its complement is closed, i.e. if λ ∈ J and µ ≤ λ imply µ ∈ J .
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Remark 2.2. Note that the index of the root lattice inside the weight lattice is finite and
for all µ, ν ∈ X the interval [µ, ν] = {λ ∈ X | µ ≤ λ ≤ ν} is finite. Hence a set T in X is
quasi-bounded if and only if there exists a finite set B ⊂ X such that for all λ ∈ T there
is some ν ∈ B with λ ≤ ν. This makes it possible to use inductive arguments. For every
quasi-bounded set T there is an enumeration of its elements t1, t2, . . . , possibly finite, such
that ti > tj implies i < j.

Let K be a field.

Definition 2.3. A choice of coefficients is a map
c : X × Π × Z2

≥ 0 × Z → K,

(µ, α, m, n, r) 7→ cµ,α,m,n,r

with the properties
cµ,α,m,n,0 = 1 and cµ,α,m,n,r = 0 for r < 0

for all µ, α, m, n.

One of the main examples that we are interested in is the case cµ,α,m,n,r =
(⟨µ,α∨⟩+m+n

r

)
and its quantum version (cf. Section 4).

2.2. Graded spaces with operators. Let I be a closed subset of X and M =
⊕

µ ∈ I Mµ

an I-graded K-vector space. We call µ ∈ I a weight of M if Mµ ̸= 0. We assume the
following.

(X1) The set of weights of M is quasi-bounded from above and each Mµ is a finite
dimensional K-vector space.

Now suppose that M is endowed with homogeneous linear operators
Eµ,α,n : Mµ → Mµ+nα,

Fµ,α,n : Mµ+nα → Mµ

for all µ ∈ I, α ∈ Π and n > 0 (note that since I is closed, µ ∈ I implies µ + nα ∈ I
for all α ∈ Π and n > 0). It is convenient to set Eµ,α,0 = Fµ,α,0 = idMµ and Eµ,α,n = 0,
Fµ,α,n = 0 for all n < 0. For notational simplicity we often write Eα,n and Fα,n instead of
Eµ,α,n and Fµ,α,n if the weight µ of the argument is clear from the context. Sometimes we
write F M

α,n, EM
α,n, etc. if we want to specify on which graded space the operators act. We

assume that these operators satisfy the following axiom.
(X2) For all µ ∈ I, α, β ∈ Π, m, n > 0 and v ∈ Mµ+nβ we have

Eα,mFβ,n(v) =
{

Fβ,nEα,m(v), if α ̸= β,∑
r cµ,α,m,n,rFα,n−rEα,m−r(v), if α = β.

Note that due to our assumption that cµ,α,m,n,r = 0 for r < 0, only summands of the form
Fα,sEα,t(v) with s ≤ n and t ≤ m appear in the above summation. Since we assume that
I is closed, all the operators on the right are well defined.

In order to formulate the third and last axiom for our data, we define for µ ∈ I the
direct summand Mδµ :=

⊕
α ∈ Π, n > 0 Mµ+nα of M . Note that the axiom (X1) implies that

only finitely many summands of Mδµ are non-zero. Hence we can define
Eµ : Mµ → Mδµ,

Fµ : Mδµ → Mµ
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as the column and the row vector, resp., with entries Eµ,α,n and Fµ,α,n, resp. More ex-
plicitely, Fµ((vµ+nα)α,n) =

∑
α ∈ Π, n > 0 Fµ,α,n(vµ+nα) and Eµ(v) is the vector with Eµ,α,n(v)

∈ Mµ+nα as the entry at the place (α, n). The final axiom is the following.
(X3) For any µ ∈ X we have Mµ = ker Eµ ⊕ im Fµ.

We call the elements in ker Eµ the primitive vectors and the elements in im Fµ the co-
primitive vectors in Mµ.

Now we can define the category XI for any closed subset I.

Definition 2.4. The objects in XI are I-graded K-vector spaces M =
⊕

µ ∈ I Mµ endowed
with K-linear homomorphisms Eµ,α,n : Mµ → Mµ+nα and Fµ,α,n : Mµ+nα → Mµ for all
µ ∈ I, α ∈ Π and n > 0, for which the conditions (X1), (X2) and (X3) are satisfied. A
morphism f : M → N in XI is a homogeneous K-linear map from M to N with graded
components fµ : Mµ → Nµ, that commutes with all E- and F -homomorphisms, i.e. the
diagrams

Mµ+nα
fµ+nα //

F M
α,n

��

Nµ+nα

F N
α,n

��
Mµ

fµ // Nµ

Mµ+nα
fµ+nα // Nµ+nα

Mµ

EM
α,n

OO

fµ // Nµ

EN
α,n

OO

commute for all µ ∈ I, α ∈ Π and n > 0.

In the case I = X we write X instead of XX .

Remark 2.5. If M and N are objects in XI and f = {fµ : Mµ → Nµ}µ ∈ I is a collection of
homomorphisms, we denote by fδµ : Mδµ → Nδµ the diagonal matrix with entries fµ+nα.
Then f is a morphism in XI if and only if for all µ ∈ I the diagrams

Mδµ

F M
µ

��

fδµ // Nδµ

F N
µ

��
Mµ

fµ // Nµ

Mδµ

fδµ // Nδµ

Mµ

EM
µ

OO

fµ // Nµ

EN
µ

OO

commute.

Note that for two objects M and N in X one can define their direct sum M ⊕ N in the
obvious way. But due to axiom (X1) the category X is not closed under taking arbitrary
direct sums. We can consider an arbitrary direct sum of objects in X as an object in X
as long as each weight space is finite dimensional and the set of weights is quasi-bounded.

2.3. The endomorphism Gδµ. The main idea for the following is that for any µ ∈ X and
any object M of X , the composition Eµ ◦ Fµ : Mδµ → Mδµ is already determined by the
operators Fν,α,n, Eν,α,n with ν > µ. This is due to the fact that the matrix entries of Eµ◦Fµ

(with respect to the decomposition Mδµ =
⊕

α ∈ Π, n > 0 Mµ+nα) are the homomorphisms
Eµ,β,m ◦ Fµ,α,n : Mµ+nα → Mµ → Mµ+mβ. Using the commutation relations (X2) we can
rewrite this homomorphism in terms of E- and F -operators that only operate on spaces
with weight ν > µ. Using axiom (X3) this determines Fµ as well as the restriction of Eµ to
im Fµ, so we already determined everything on a direct summand of Mµ, i.e. everything
up to the primitive vectors in Mµ.
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Let I ⊂ X be a closed subset and let µ ∈ X be such that µ + nα ∈ I for all α ∈ Π and
n > 0. Let M be an object in XI . Then the graded vector space Mδµ =

⊕
α ∈ Π, n > 0 Mµ+nα

is defined even if µ ̸∈ I. We define the endomorphism

Gδµ : Mδµ → Mδµ

with the following matrix coefficients. For α, β ∈ Π, m, n > 0, the matrix coefficient
(Gδµ)µ+mα,µ+nβ : Mµ+nβ → Mµ+mα is given by the right hand side of axiom (X2), i.e.

(Gδµ)µ+mα,µ+nβ :=
{

Fβ,nEα,m, if α ̸= β,∑
r cµ,α,m,n,rFα,n−rEα,m−r, if α = β.

We let F̂µ : Mδµ → im Gδµ be the corestriction of Gδµ onto its image, and we let Êµ :
im Gδµ → Mδµ be the inclusion.

Lemma 2.6. If µ ∈ I, then Gδµ = Eµ ◦ Fµ : Mδµ → Mδµ. In this case there exists a
unique K-linear isomorphism γµ : im F M

µ → im Gδµ such that the diagrams

Mδµ

Fµ

{{

F̂µ

$$
im Fµ

γµ // im Gδµ

Mδµ

im Fµ

Eµ
;;

γµ // im Gδµ

Êµ
dd

commute.

Proof. The very definition of Gδµ shows that the first claim is just a reformulation of
the commutation relations in axiom (X2). So let us prove the second statement. By
axiom (X3) we have Mµ = im Fµ ⊕ ker Eµ. Hence Eµ is injective when restricted to
im Fµ. Hence the statement follows from Gδµ = Eµ ◦ Fµ. □

2.4. Restriction functors. Let I ′ ⊂ I ⊂ X be closed subsets of X. Let M be an object
in XI . We now associate an object M ′ in XI′ with M in the rather obvious way. We
let M ′ :=

⊕
µ ∈ I′ Mµ be the restriction of the grading to the set I ′ and we forget all

homomorphisms Eµ,α,n and Fµ,α,n with µ ̸∈ I ′. This yields a restriction functor

R = RI′
I : XI → XI′ .

Lemma 2.7. Let I ′ ⊂ I be closed subsets of X and let M, N be objects in XI .
(1) The functorial map

HomXI
(M, N) → HomXI′ (R M, R N)

is surjective.
(2) Suppose that for all µ ∈ I \ I ′ the homomorphism F M

µ : Mδµ → Mµ is surjective.
Then the functorial map in (1) is a bijection.

Proof. Let us write M ′ and N ′ instead of R M and R N . Let f ′ : M ′ → N ′ be a morphism
in XI′ . In order to prove (1) we have to construct for all µ ∈ I \ I ′ a linear homomorphism
fµ : Mµ → Nµ such that the collection {fµ | µ ∈ I \ I ′} ∪ {f ′

ν | ν ∈ I ′} defines a morphism
M → N in XI . If Mµ = 0, then we have to set fµ = 0. Since the set of weights of M is
quasi-bounded, there is, for any µ ∈ I \ I ′, only a finite number of ν ∈ I \ I ′ such that
µ ≤ ν and Mν ̸= 0. Hence we can extend f ′ one weight at a time (cf. Remark 2.2), i.e. it
is sufficient to consider the case I = I ′ ∪ {µ} for some µ ̸∈ I ′. Then f ′ induces a linear
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map f ′
δµ : Mδµ → Nδµ (note that we can identify Mδµ and Nδµ with M ′

δµ and N ′
δµ). We

need to find a K-linear homomorphism fµ : Mµ → Nµ such that the diagrams

Mδµ

F M
µ

��

f ′
δµ // Nδµ

F N
µ

��
Mµ

fµ // Nµ

Mδµ

f ′
δµ // Nδµ

Mµ

EM
µ

OO

fµ // Nµ

EN
µ

OO

commute. Note that if the homomorphism F M
µ : Mδµ → Mµ is surjective, then there can

exist at most one such linear map fµ. Hence (2) follows from (1).
As f ′ is a morphism in XI′ , the map f ′

δµ commutes with the endomorphisms GM
δµ

and GN
δµ. Hence there is a unique homomorphism f̂µ : im GM

δµ → im GN
δµ such that the

diagrams

Mδµ

F̂ M
µ
��

f ′
δµ // Nδµ

F̂ N
µ
��

im GM
δµ

f̂µ // im GN
δµ

Mδµ

f ′
δµ // Nδµ

im GM
δµ

ÊM
µ

OO

f̂µ // im GN
δµ

ÊN
µ

OO

commute. By Lemma 2.6 we can identify im G?
δµ with im F ?

µ in such a way that the
diagrams

Mδµ

F M
µ

��

f ′
δµ // Nδµ

F N
µ

��
im F M

µ

f̂µ // im F N
µ

Mδµ

f ′
δµ // Nδµ

im F M
µ

EM
µ

OO

f̂µ // im F N
µ

EN
µ

OO

commute. As Mµ = im F M
µ ⊕ ker EM

µ we obtain an extension fµ of f ′ by extending f̂µ by
zero on the direct summand ker EM

µ . This proves (1). □

2.5. Extension functors. Let I ′ ⊂ I ⊂ X be closed subsets of X.
Proposition 2.8. There exists a functor E = EI

I′ : XI′ → XI that is left adjoint to R =
RI′

I : XI → XI′. It has the following properties.
(1) The adjunction morphism id → R ◦E is an isomorphism of functors.
(2) For all M ∈ XI′ and µ ∈ I \ I ′ the homomorphism Fµ : (E M)δµ → (E M)µ is

surjective.
Proof. Let M ′ be an object in XI′ and let J be a quasi-bounded open subset of X such
that M ′

µ ̸= 0 implies µ ∈ J (such a set always exists by (X1)). We want to find an object
M in XI with RI′

I M ∼= M ′. Hence we need Mµ = M ′
µ, EM

µ,α,n = EM ′
µ,α,n, F M

µ,α,n = F M ′
µ,α,n

for all µ ∈ I ′, α ∈ Π, n > 0. We will construct M in such a way that also the weights
of M are contained in J . Hence, we set Mµ = 0 for all µ ∈ I \ I ′, µ ̸∈ J . It remains to
construct Mµ and the corresponding E- and F -maps in the case µ ∈ J ∩ (I \ I ′). Again
we can do this one weight at a time, proceeding downwards: since J is quasi-bounded,
the set J ∩ (I \ I ′) contains a maximal element µ, and if I ′′ ⊂ I ′ ⊂ I are closed subsets
and if we have functors EI′

I′′ and EI
I′ that have the properties stated in above, then their

composition EI
I′′ := EI

I′ ◦ EI′
I′′ is a functor satisfying the above as well.
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So we are now left with the case I = I ′ ∪ {µ} for some µ ̸∈ I ′. Then we can already
define Mδµ (= M ′

δµ) and its endomorphism Gδµ. We now define Mµ := im Gδµ and
Fµ = F̂µ : Mδµ → Mµ as the corestriction of Gδµ to its image, and Eµ = Êµ : Mµ → Mδµ

as the inclusion. We claim that the object M belongs to XI . The axiom (X1) is clearly
satisfied. By construction, we have Eµ ◦ Fµ = Gδµ. Looking at the individual matrix
entries we realize that this equation encodes the commutation relations (X2). Clearly we
have im Fµ = Mµ and ker Eµ = 0. Hence (X3) holds. So we have indeed defined an object
M ∈ XI .

Now let f ′ : M ′ → N ′ be a morphism in XI′ . It induces a homomorphism f ′
δµ : M ′

δµ →
N ′

δµ with the property that the diagram

M ′
δµ

GM′
δµ

��

f ′
δµ // N ′

δµ

GN′
δµ

��
M ′

δµ

fδµ // N ′
δµ

commutes. From this we deduce that f ′ induces a homomorphism fµ : Mµ → Nµ on the
images of the Gδµ-homomorphisms. Then we deduce that the diagrams

M ′
δµ

F M
µ

��

f ′
δµ // N ′

δµ

F N
µ

��
Mµ

fµ // Nµ

M ′
δµ

f ′
δµ // N ′

δµ

Mµ
fµ //

EM
µ

OO

Nµ

EN
µ

OO

commute. This shows that the construction is functorial, so we arrive at a functor E =
EI

I′ : XI′ → XI . Note that it follows from the construction that it has property (2).
From the construction it is obvious that M ′ ∼= R M functorially. Hence we obtain an

isomorphism idXI′ → R ◦E of functors. Consider the functorial homomorphism

HomXI
(E M ′, N) → HomXI′ (R ◦ E M ′, R N).

Since R ◦E M ′ ∼= M ′ and since the homomorphism Fµ : (E M)δµ → (E M)µ is surjective by
construction, it follows from Lemma 2.7 that this homomorphism is a bijection, i.e. E is
left adjoint to R. So we proved statement (1). □

We will apply the extension functor to a “skyscraper object at λ” to obtain the standard
objects S(λ).

2.6. Construction of the standard objects. Before we construct the standard objects
in X we need the following definitions. Let M be an object in X .

Definition 2.9.
(1) The object M is called F -cyclic if there exists a vector v in M such that M is the

smallest subspace of M that contains v and is stable under Fα,n for all α ∈ Π and
n > 0.

(2) For λ ∈ X we define

Mprim
λ := {m ∈ Mλ | Eα,n(m) = 0 for all α ∈ Π, n > 0} .

This is called the set of primitive vectors of M of weight λ.
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Remark 2.10. Suppose that M is an object in X with maximal weight λ and that Mλ

is one-dimensional. Then M is F -cyclic if for all µ ∈ X, µ ̸= λ the homomorphism
Fµ : Mδµ → Mµ is surjective.

Theorem 2.11.
(1) For all λ ∈ X there exists an up to isomorphism unique object S(λ) in X with the

following properties.
(a) S(λ) is indecomposable in X .
(b) The weight space S(λ)λ is of dimension 1 and S(λ)µ ̸= 0 implies µ ≤ λ.

(2) The objects S(λ) characterized in (1) have the following additional properties.
(a) S(λ) is F -cyclic.
(b) Let vλ ∈ S(λ)λ be a non-zero vector. Then the homomorphism

HomX (S(λ), M) → Mprim
λ

f 7→ f(vλ)

is well-defined and an isomorphism of vector spaces.
(c) We have S(λ)prim

λ = S(λ)λ and S(λ)prim
µ = 0 for all µ ̸= λ.

(d) For λ ̸= µ we have HomX (S(λ), S(µ)) = 0 and EndX (S(λ)) = K · id.
(e) Let M be an object in X . Then there exists an index set J and weights

λj ∈ X for j ∈ J such that M ∼=
⊕

j ∈ J S(λj). The multiset {λi} is uniquely
determined by M .

Proof. Let us fix λ ∈ X and set Iλ = X \ {< λ} := {µ ∈ X | µ ̸< λ}. This is a closed
subset of X that contains λ as a minimal element. Then we define an object S′(λ) ∈ XIλ

as the skyscraper at λ, i.e. we set S′(λ)λ = Kvλ and S′(λ)µ = 0 if µ ∈ Iλ, µ ̸= λ. All E-
and F -homomorphisms have to be zero, of course. This indeed defines an object in XIλ

and the homomorphism

HomXIλ
(S′(λ), M) → Mprim

λ ,

f 7→ fλ(vλ)

is well-defined and a bijection for all objects M of XIλ
.

Now we use the extension functor from Proposition 2.8 and define

S(λ) := EX
Iλ

S′(λ).

By construction, this is an object in X . Let µ ∈ Iλ. Then S(λ)µ = (RIλ
X S(λ))µ = S′(λ)µ

and this vector space vanishes, if µ ̸= λ, and is of dimension 1, if µ = λ. Hence S(λ)µ ̸= 0
implies either µ = λ or µ ̸∈ Iλ, i.e. µ < λ. So we have constructed, for all λ ∈ X, a
specific object S(λ) that satisfies the property (1b). We now show that these objects also
satisfy all properties in (2). Then property (1a) and the uniqueness statement in (1) follow
from (2e).

Property (2a) follows from Remark 2.10 and the property of the extension functor that
is stated in Proposition 2.8(2). Now let us prove (2b). From the fact that Eα,n(vλ) = 0
for all α, n > 0, we deduce that the map in (2b). is well-defined. Moreover,

HomX (S(λ), M) = HomX
(
EX

Iλ
S′(λ), M

)
= HomXIλ

(
S′(λ), RIλ

X M
)

.

As Mprim
λ = (RIλ

X M)prim
λ we deduce the statement in (2b), as we already observed

HomXIλ
(S′(λ), N) = Nprim

λ for all objects N of XIλ
.
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Let us show (2c). Let µ ∈ X. If µ ∈ Iλ, then S(λ)prim
µ = S′(λ)prim

µ and this space
vanishes if µ ̸= λ and equals S′(λ)λ if λ = µ. If µ ̸∈ Iλ, then (X3) implies that the
homomorphism Eµ : S(λ)µ → S(λ)δµ is injective, as Fµ : S(λ)δµ → S(λ)µ is surjective by
Proposition 2.8. Hence S(λ)prim

µ = 0, hence (2c). Property (2d) is an easy consequence
of (2b) and (2c).

Finally we prove (2e). By (X1) the object M has a maximal weight λ ∈ X, so Mλ =
Mprim

λ . Then there exist K-linear homomorphisms f ′ : Kvλ → Mλ and g′ : Mλ → Kvλ

such that g′ ◦ f ′ = idKvλ
. The maximality of λ implies that we can view these homomor-

phisms as morphisms f ′ : RIλ
X S(λ) → RIλ

X M and g′ : RIλ
X M → RIλ

X S(λ) with the property
that g′ ◦ f ′ = idRIλ

X S(λ). Lemma 2.7 implies that there exist morphisms f : S(λ) → M and
g : M → S(λ) that extend f ′ and g′. In particular, g ◦ f is a non-zero endomorphism of
S(λ). By (2d), g ◦ f is an automorphism of S(λ). This means that M ∼= S(λ) ⊕ M ′ for
some object M ′ in X . Repeating the above we arrive at M ∼= M ′′ ⊕

⊕dim Mλ
i=1 S(λ) for some

object M ′′ in X with M ′′
λ = 0 and dim M ′′

ν ≤ dim Mν for all ν ̸= λ. Downwards induction
on the weights (using Remark 2.2) finishes the proof of the existence of a direct sum de-
composition as in statement (2e). Note that if M =

⊕
j ∈ J S(λj), then the multiplicity of

S(λ) in this decomposition equals dim Mprim
λ by (2)(c), hence it is uniquely determined

by M . □

3. Contravariant forms

In this section we study contravariant forms on the objects in the category X . Note
that in the definition of X , the roles of the E- and the F -operators are not symmetric.
The existence of a non-degenerate contravariant form, however, reveals that there is some
symmetry after all. But we will see that (non-degenerate) contravariant forms only exist
if the choice of coefficients is symmetric in m and n.

Definition 3.1. We say that the choice of constants c is symmetric if for all µ ∈ X,
α ∈ Π, m, n > 0 and r ∈ Z we have

cµ,α,m,n,r = cµ,α,n,m,r.

Our main example cµ,α,m,n,r =
[⟨µ,α∨⟩+m+n

r

]
is symmetric.

3.1. The definition of a contravariant form. Let I be a closed set and M an object
in XI . We do not need to assume yet that c is symmetric.

Definition 3.2. A contravariant form on M is a bilinear form b : M × M → K with the
following properties.

(1) b is symmetric.
(2) The weight space decomposition is orthogonal with respect to b, i.e. if λ, µ ∈ I and

λ ̸= µ, then b(v, w) = 0 for all v ∈ Mλ and w ∈ Mµ.
(3) The E-operators are adjoint to the F -operators with respect to b, i.e. for µ ∈ I,

α ∈ Π, n > 0, v ∈ Mµ and w ∈ Mµ+nα we have

b(Eα,n(v), w) = b(v, Fα,n(w)).

For any bilinear form b on M and µ ∈ I we write bµ for the restriction of b to Mµ × Mµ,
and for all µ ∈ X such that µ+nα ∈ I for all α ∈ Π, n > 0 we write bδµ for the restriction
of b to Mδµ × Mδµ.
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Lemma 3.3. Suppose that b is a bilinear form on M that satisfies properties (1) and (2)
of Definition 3.2. Then b is a contravariant form if and only if for all µ ∈ I, v ∈ Mµ and
w ∈ Mδµ we have

bδµ(Eµ(v), w) = bµ(v, Fµ(w)).

Proof. Since
Mδµ =

⊕
α ∈ Π
n > 0

Mµ+nα,

for the condition stated in the lemma it suffices to check the identity bδµ(Eµ(v), w) =
bµ(v, Fµ(w)) for all µ ∈ X, v ∈ Mµ, α ∈ Π, n > 0 and w ∈ Mµ+nα. But if w ∈ Mµ+nα,
then bδµ(Eµ(v), w) = b(Eα,n(v), w) by the orthogonality of the weight space decomposition,
and Fµ(w) = Fα,n(w). Then bδµ(Eµ(v), w) = bµ(v, Fµ(w)) is the same as b(Eα,n(v), w) =
b(v, Fα,n(w)) and the claim follows. □

3.2. Self-adjointness of Gδµ. Let M be an object in XI and suppose that µ ∈ X is such
that µ + nα ∈ I for all α ∈ Π, n > 0. Then Mδµ and its endomorphism Gδµ are defined.

Lemma 3.4. Assume that the choice of constants is symmetric. Suppose that b is a
contravariant form on M . Then Gδµ is a self-adjoint endomorphism on Mδµ with respect
to bδµ.

Remark 3.5. In the case that µ ∈ I we have Gδµ = Eµ ◦ Fµ and the statement of the
lemma above follows directly from Lemma 3.3. In the case µ ̸∈ I we have to work a little
harder.

Proof. We need to show that bδµ(Gδµ(v), w) = bδµ(v, Gδµ(w)) for all v, w ∈ Mδµ. We can
assume that v ∈ Mµ+mα and w ∈ Mµ+nβ for some α, β ∈ Π, m, n > 0. First suppose that
α ̸= β. As the weight spaces of Mδµ are orthogonal with respect to bδµ we have

b(Gδµ(v), w) = b (Gδµ(v)µ+nβ, w)
= b (Fα,mEβ,n(v), w)
= b (v, Fβ,nEα,m(w))
= b (v, Gδµ(w)) .

In the case α = β we calculate

b (Gδµ(v), w) = b (Gδµ(v)µ+nα, w)

= b

(∑
r

cµ,α,m,n,rFα,m−rEα,n−r(v), w

)

= b

(
v,
∑

r

cµ,α,m,n,rFα,n−rEα,m−r(w)
)

= b

(
v,
∑

r

cµ,α,n,m,rFα,n−rEα,m−r(w)
)

= b (v, Gδµ(w)) .

Note that in the fourth equation above we used the fact that the function c is symmetric.
□
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3.3. Extension of contravariant forms. Let I ′ ⊂ I ⊂ X be closed subsets of X. Let
M ′ be an object in XI′ and let M = EI

I′M ′ be its I-extension.

Proposition 3.6. Suppose that the choice of constants is symmetric. Suppose that b′ is
a contravariant form on M ′. Then there exists a unique contravariant form b on M such
that b|M ′×M ′ = b′. Moreover, if b′ is non-degenerate, then so is b.

Proof. Again we can assume that I = I ′ ∪ {µ} with µ ̸∈ I ′. Let us denote by b′
δµ the

restriction of b′ to M ′
δµ ⊂ M ′. We define a new contravariant form b̂µ on M ′

δµ × M ′
δµ by

twisting b′
δµ with Gδµ, i.e. we set

b̂µ(x, y) := b′
δµ (x, Gδµ(y)) = b′

δµ (Gδµ(x), y) ,

where for the second equation we used Lemma 3.4. As b′
δµ is symmetric, this is a symmetric

K-bilinear form on M ′
δµ. Now recall that we defined the extension M of M ′ by setting

Mµ := im Gδµ and then identified the maps Eµ and Fµ with the canonical inclusion
im Gδµ ⊂ Mδµ and the canonical homomorphism Mδµ → im Gδµ onto the image. By
definition, the kernel of Gδµ is contained in the radical of b̂µ, hence b̂µ induces a symmetric
bilinear form bµ on Mµ along the (surjective) homomorphism Mδµ

Gδµ−−→ Mµ (that is now
identified with Fµ). So

bµ (Fµ(v), Fµ(w)) = b̂µ(v, w) = b′
δµ (Gδµ(v), w)

for all v, w ∈ Mδµ. We extend b′ orthogonally by bµ and obtain a symmetric bilinear form
b on M . If b′ was non-degenerate, then so is b′

δµ, and b̂µ has radical ker Gδµ, hence the
induced form bµ on Mδµ/ ker Gδµ is non-degenerate as well.

We now prove that b is contravariant. As b′ is contravariant, we only need to show that

bµ(v, Fµ(w)) = bδµ(Eµ(v), w)

for all v ∈ Mµ and w ∈ Mδµ. We can write v = Fµ(v′) for some v′ ∈ Mδµ. Then

bµ(v, Fµ(w)) = bµ
(
Fµ(v′), Fµ(w)

)
= b′

δµ(Gδµ(v′), w)
= b′

δµ(Eµ ◦ Fµ(v′), w)
= b′

δµ(Eµ(v), w) = bδµ(Eµ(v), w).

Hence b is contravariant. □

Proposition 3.7. Suppose that the choice of constants is symmetric. Let M be an object
in X . Then there exists a non-degenerate contravariant form on M .

Proof. It is sufficient to prove the claim in the case that M = S(λ) for some λ ∈ X. In this
case consider the closed subset Iλ as in the proof of Theorem 2.11. Then S′ = RIλ

X S(λ) is a
skyscraper at λ, and S′

λ is one dimensional. Choose any non-degenerate K-bilinear form b′

on the K-vector space S′
λ. This can then be considered as a non-degenerate contravariant

form on S′. Proposition 3.6 shows that there exists a non-degenerate contravariant form
b on EX

Iλ
S′ = S(λ). □

This is all we can say for the category X for an (almost) arbitrary choice of constants.
In the remainder of this article we fix a special choice for the coefficient function c.
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4. Quantum binomial coefficients

In the remainder of this article we assume that the choice of coefficients function c is
given by quantum binomials. Then we deduce several properties of the objects S(λ) from
arithmetic properties of these binomials.

4.1. Quantum integers. Let v be an indeterminate and set Z := Z[v, v−1]. For n ∈ Z
set

[n] := vn − v−n

v − v−1 =


0, if n = 0,

vn−1 + vn−3 + · · · + v−n+1, if n > 0,

−v−n−1 − v−n−3 − · · · − vn+1, if n < 0.

Note that [n] = −[−n] for all n ∈ Z. For a, b ∈ Z the quantum binomial coefficient
[a

b

]
is

defined as [
a

b

]
=


[a][a−1]···[a−b+1]

[1][2]···[b] , if b > 0,

1, if b = 0,

0, if b < 0.

This is an element in Z for all a, b ∈ Z. Note that a ≥ 0 and
[a

b

]
̸= 0 imply 0 ≤ b ≤ a.

Under the ring involution · : Z → Z , v 7→ v−1, the quantum numbers [n] and the quantum
binomial coefficients

[a
b

]
are invariant. Under the ring homomorphism Z → Z, v 7→ 1, [n]

is sent to n and
[n

r

]
to
(n

r

)
.

An alternative definition of the quantum numbers and quantum binomials is the fol-
lowing. Let w be another variable and let Z ′ = Z[w, w−1]. Then define, for n ∈ Z,

[n]′ := wn − 1
w − 1 =


0, if n = 0,

1 + w + · · · + wn−1, if n > 0,

−w−n − w−n+1 − · · · − w−1, if n < 0
and, for a, b ∈ Z, [

a

b

]′

=


[a]′[a−1]′...[a−b+1]′

[1]′[2]′···[b]′ , if b > 0,

1, if b = 0,

0, if b < 0.

This are elements in Z ′.

4.2. Binomial identities. We start with proving several formulas for binomial coeffi-
cients.

Proposition 4.1. For a, b, x, y, n ∈ Z the following holds.
(1) (the transformation formula): If we identify w with v2, then

[a]′ = va−1[a] and
[
a

b

]′

= vb(a−b)
[
a

b

]
.

(2) If b > 0, then [
a

b

]
=
[

a

a − b

]
.

(3) (the inversion formula): [
a

b

]
= (−1)b

[
b − a − 1

b

]
.
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(4) (the Pascal identity):[
a

b

]
= vb

[
a − 1

b

]
+ vb−a

[
a − 1
b − 1

]
.

(5) (the Chu–Vandermonde convolution formula):[
a + b

n

]
=

∑
r+s=n

vas−br

[
a

r

][
b

s

]
.

(6) (the Pfaff–Saalschütz identity):[
x + a

a

][
y + b

b

]
=
∑

k

[
x + y + k

k

][
x + a − b

a − k

][
y + b − a

b − k

]
.

(7) For all m ≥ 2 we have∑
r

(−1)rvr(2−m)
[
x − r

1

][
m

r

]
= 0.

Proof. Formula (2) and the inversion formula (3) follow directly from the definition of the
binomial coefficients, formula (1) and the Pascal identity (4) require simple calculations.
Let us prove (5). The w-Chu–Vandermonde convolution formula (see, for example, the
solution to [11, Exercise 100 in Chapter I]) is[

a + b

n

]′

=
∑

r+s=n

w(a−r)s
[
a

r

]′[
b

s

]′

.

Setting w = v2 and using the transformation formula (1) this reads

vn(a+b−n)
[
a + b

n

]
=

∑
r+s=n

v2(a−r)s+r(a−r)+s(b−s)
[
a

r

][
b

s

]

=
∑

r+s=n

vn(a+b−n)−rb+as

[
a

r

][
b

s

]
,

where we used

n(a + b − n) − rb + as = (r + s)(a + b − r − s) − rb + as

= ra + rb − r2 − rs + as + bs − rs − s2 − rb + as

= 2as − 2rs + ra − r2 + sb − s2

= 2(a − r)s + r(a − r) + s(b − s),

and the identity (5) follows by dividing by vn(a+b−n).
Also the Pfaff–Saalschütz identity (6) follows from its w-binomial counterpart. The

latter was originally proven by Jackson, but now there are several proofs in the literature.
The proof in [12] is particularly interesting, as it involves a counting argument. The w-
Pfaff–Saalschütz identity has several equivalent formulations, and the following version
can be found in [5]:[

x + a

a

]′[
y + b

b

]′

=
∑

k

w(a−k)(b−k)
[
x + y + k

k

]′[
x + a − b

a − k

]′[
y + b − a

b − k

]′

.
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Using the transformation formula in (1) above we get

vax+by

[
x + a

a

][
y + b

b

]
=
∑

k

vck

[
x + y + k

k

][
x + a − b

a − k

][
y + b − a

b − k

]
with

ck = 2(a − k)(b − k) + k(x + y) + (a − k)(x − b + k) + (b − k)(y − a + k)
= k(x + y) + (a − k)(x + b − k) + (b − k)(y − a + k)
= k(x + y) + (a − k)x + (b − k)y
= ax + by.

Hence the w-Saalschütz identity can be rewritten as[
x + a

a

][
y + b

b

]
=
∑

k

[
x + y + k

k

][
x + a − b

a − k

][
y + b − a

b − k

]
which is identity (6).

We show that (7) follows from the Saalschütz identity (6) by induction on m ≥ 2. For
a = b = y = 1 the Saalschütz identity reads[

x + 1
1

][
2
1

]
=
[
x + 1

0

][
x

1

][
1
1

]
+
[
x + 2

1

][
x

0

][
1
0

]
or [

2
1

][
x + 1

1

]
=
[
x

1

]
+
[
x + 2

1

]
.

This is the case m = 2 in formula (6) with x replaced by x + 2. So we can take this as the
starting point of an inductive argument.

Suppose that m ≥ 3 and that
∑

r(−1)rvr(2−(m−1))[a−r
1
][m−1

r

]
= 0 is proven. If we

replace
[m

r

]
by vr

[m−1
r

]
+ vr−m

[m−1
r−1

]
(Pascal’s identity (4)) in the expression

∑
r

(−1)rvr(2−m)
[
a − r

1

][
m

r

]
we obtain∑

r

(−1)rvr(2−m)
[
a − r

1

](
vr

[
m − 1

r

]
+ vr−m

[
m − 1
r − 1

])

=
∑

r

(−1)rvr(2−m)+r

[
a − r

1

][
m − 1

r

]
+

+
∑

r

(−1)rvr(2−m)+r−m

[
a − r

1

][
m − 1
r − 1

]

=
∑

r

(−1)rvr(2−(m−1))
[
a − r

1

][
m − 1

r

]
+

− v3−2m
∑

r

(−1)r−1v(r−1)(2−(m−1))
[
(a − 1) − (r − 1)

1

][
m − 1
r − 1

]
= 0 − v3−2m0 = 0
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using the induction hypothesis and the following identity:
3 − 2m + (r − 1)(2 − (m − 1)) = 3 − 2m + (r − 1)(3 − m)

= −2m + 3r − rm + m

= r(2 − m) + r − m. □

4.3. The quantum characteristic. Now let K be a field (of arbitrary characteristic)
and q ∈ K× an invertible element. From now on we consider the quantum integers [n]
and the quantum binomials

[a
b

]
as elements in the field K via the ring homomorphism

Z[v, v−1] → K that sends v to q. The formulas in Proposition 4.1 then hold if we replace
v by q.
Definition 4.2. We define the quantum characteristic ℓ ≥ 0 of the pair (K, q) as follows.

(1) We set ℓ = 0 if [n] ̸= 0 in K for all n ̸= 0.
(2) Otherwise ℓ is the smallest positive integer with [ℓ] = 0 in K.

Note that [−n] = −[n] and that [1] = 1 in all cases, so either ℓ = 0 or ℓ ≥ 2. If ℓ = 2,
then [2] = q−1 + q = 0, so q2 = −1, so q is a primitive 4th root of unity if char K ̸= 2, or
q = 1 if char K = 2.
Lemma 4.3. Suppose that ℓ > 0. Then q is a 2ℓ th root of unity in K. Moreover, the
following holds.

(1) If q = 1 or q = −1, then K is a field of positive characteristic, and ℓ = char K.
(2) Suppose that q ̸= ±1 and that the order of q is odd. Then ℓ equals the order of

q, i.e. q is a primitive ℓ th root of unity. Moreover, [n] = 0 in K if and only if
n ∈ ℓZ.

Proof. Note that [n] = vn−v−n

v−v−1 = v1−n v2n−1
v2−1 . So if the image of [n] vanishes in K, then

q2n = 1, so either n = 0 or q is a 2nth root of unity. If q = ±1, then [n] = ±n, so [n]
vanishes if and only if n is a multiple of the (ordinary) characteristic of K. So we have
proven (1). If the order of q is odd, then q2n = 1 is equivalent to qn = 1, so (2). □

4.4. Binomial identities in positive quantum characteristics. We list a few addi-
tional identities that hold in positive quantum characteristics.
Proposition 4.4 (The q-Lucas Theorem). Suppose that ℓ > 0 and that the order of q is
odd if q ̸= ±1. Let a, b ∈ Z and write a = a0 + ℓa1, b = b0 + ℓb1 with 0 ≤ a0, b0 < ℓ. Then[

a

b

]
=
[
a0
b0

](
a1
b1

)
.

Note that
(a

b

)
here stands for the ordinary binomial coefficient, i.e. the q = 1 version of

the quantum binomial coefficient!

Proof. The w-version of the q-Lucas theorem reads[
a

b

]′

=
[
a0
b0

]′(
a1
b1

)′

(cf. [2]). Using the transformation formula in Proposition 4.1 this gives us

vb(a−b)
[
a

b

]
= vb0(a0−b0)

[
a0
b0

](
a1
b1

)
.

As vℓ = 1 by Lemma 4.3, vb(a−b) = vb0(a0−b0) and we obtain the claimed identity. □

Ann. Repr. Th. 2 (2025), 2, p. 249–279 https://doi.org/10.5802/art.24

https://doi.org/10.5802/art.24


266 Peter Fiebig

The following lists some simple conclusions.

Lemma 4.5. Suppose that ℓ > 0 and the order of q is odd if q ̸= ±1. Let a, b, n ∈ Z.
Then the following holds.

(1) [
ℓa

b

]
=
{

0, if b ̸∈ ℓZ,( a
b/ℓ

)
, if b ∈ ℓZ.

(2) [
a + ℓb

n

]
=

∑
n=r+ℓs

[
a

r

](
b

s

)
.

Proof. The statement (1) follows directly from Lucas’ theorem (Proposition 4.4). In order
to prove (2) we use the Chu–Vandermonde convolution formula in Proposition 4.1:[

a + ℓb

n

]
=

∑
r+t=n

qat−ℓbr

[
a

r

][
ℓb

t

]
.

By (1),
[ℓb

t

]
= 0 unless t is of the form t = ℓs for some s ∈ Z, in which case

[ℓb
t

]
=
(b

s

)
. If

t = ℓs, then qat−ℓbr = 1 as q is an ℓth root of unity by Lemma 4.3. Hence[
a + ℓb

n

]
=

∑
r+ℓs=n

[
a

r

](
b

s

)
.

□

5. Characteristic independent relations

For the rest of the paper we consider the category X as defined in Section 2 with c
given by certain binomial coefficients. We assume that the root system R is simply laced,
i.e. ⟨α, β∨⟩ ∈ {0, −1} if α ̸= β. In the non-simply laced case, the choice of c has to be
slightly altered, and some of the binomial identities that we would need for the following
results are not available in the literature.

5.1. The choice of coefficients. We set

cµ,α,m,n,r :=
[
⟨µ, α∨⟩ + m + n

r

]
for all µ ∈ X, α ∈ Π, m, n > 0 and r ∈ Z. Note that this choice is symmetric in the
sense of Definition 3.1. It is now also convenient to slightly rewrite the axiom (X2). The
version (X2) was necessary as we started out with the definition of XI for a closed subset
I of X. Now we only need the global case I = X. The new axiom reads

(X2′) For all µ ∈ X, α, β ∈ Π, m, n > 0 and v ∈ Mµ we have

Eα,mFβ,n(v) =


Fβ,nEα,m(v), if α ̸= β,∑

r

[
⟨µ, α∨⟩ + m − n

r

]
Fα,n−rEα,m−r(v), if α = β.
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We replaced the weight µ + nβ with the weight µ in the formulation of the axiom. Hence
the coefficient cµ,α,m,n,r is replaced with cµ−nα,α,m,n,r and hence[

⟨µ, α∨⟩ + m + n

r

]
with

[
⟨µ − nα, α∨⟩ + m + n

r

]
=
[
⟨µ, α∨⟩ + m − n

r

]
.

We now apply the binomial identities that we obtained in the previous chapter to under-
stand the arithmetics of the E- and F -operators on the objects in X .

5.2. Dominant weights. We start with a relatively simple property of the objects S(λ)
in the case that λ ∈ X is dominant, i.e. satisfies ⟨λ, α∨⟩ ≥ 0 for all α ∈ Π.

Lemma 5.1. Let λ ∈ X be a dominant weight, α ∈ Π and v ∈ S(λ)λ. Then Fα,n(v) = 0
for all n > ⟨λ, α∨⟩.

Proof. Suppose that n > ⟨λ, α∨⟩. We show that Eγ,sFα,n(v) = 0 for all γ ∈ Π and s > 0.
Then Fα,n(v) = 0 by axiom (X3). If γ ̸= α, then Eγ,sFα,n(v) = Fα,nEγ,s(v) = 0 as λ + sγ
is not a weight of S(λ). If γ = α, then

Eα,sFα,n(v) =
∑

r

[
⟨λ, α∨⟩ + s − n

r

]
Fα,n−rEα,s−r(v)

=
[
⟨λ, α∨⟩ + s − n

s

]
Fα,n−s(v)

as Eα,t(v) = 0 for all t > 0. For all n such that ⟨λ, α∨⟩ < n ≤ ⟨λ, α∨⟩ + s we have
0 ≤ ⟨λ, α∨⟩ + s − n < s, hence

[⟨λ,α∨⟩+s−n
s

]
= 0. For all n such that n > ⟨λ, α∨⟩ + s,

hence n − s > ⟨λ, α∨⟩, we can use the formula that we obtain by induction and deduce
Fα,n−s(v) = 0. □

5.3. Divided powers. In order to simplify notation, we use the following convention. If
we write down a relation between operators (for example, Fα,mFα,n =

[m+n
m

]
Fα,m+n) we

mean, more precisely, that the relation holds if we apply it to any element of any object
M of X (for example, Fα,mFα,n(v) =

[m+n
m

]
Fα,m+n(v) for all M in X and all v ∈ M).

Lemma 5.2. Let α ∈ Π and m, n ≥ 0. Then

Eα,mEα,n =
[
m + n

m

]
Eα,m+n,

Fα,mFα,n =
[
m + n

m

]
Fα,m+n.

In particular:
(1) The operators Eα,m and Eα,n commute for all m, n ≥ 0, and the operators Fα,m

and Fα,n commute for all m, n ≥ 0.
(2) [1][2] . . . [n]Eα,n = En

α,1 and [1][2] . . . [n]Fα,n = F n
α,1 for all n ≥ 0.

Proof. The claims (1) and (2) are easy consequences of the two displayed identities. These
certainly hold in the case m + n = 0. So we assume m + n > 0. Fix an object M ∈ X ,
some µ ∈ X and w ∈ Mµ. We need to show that Eα,mEα,n(w) =

[m+n
m

]
Eα,m+n(w)

and Fα,mFα,n(w) =
[m+n

m

]
Fα,m+n(w). Using the fact that there exists a non-degenerate
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contravariant form on M it is sufficient to prove the identity for the F -operators. Using
m + n > 0 we can use axiom (X3) and deduce that it is sufficient to show that

Eγ,s (Fα,mFα,n(w)) = Eγ,s

([
m + n

m

]
Fα,m+n(w)

)
(5.1)

for all γ ∈ Π and s > 0.
First suppose that γ ̸= α. Then we can commute Eγ,s past all Fα-homomorphisms to

the right and realize that we need to prove

Fα,mFα,nEγ,s(w) =
[
m + n

m

]
Fα,m+nEγ,s(w).

This certainly holds if Eγ,s(w) = 0. Using axiom (X1) we can now argue by downwards
induction on the weight µ and deduce the claimed identity.

Now we consider the case γ = α. Again we commute the homomorphism Eα,s to the
right using the commutation relations (X2). The left hand side of equation (5.1) becomes∑

u,v

cudu,vFα,m−uFα,n−v(ws−(u+v))

where for notational simplicity we set wt = Eα,t(w) for all t and

cu =
[
⟨µ − nα, α∨⟩ + s − m

u

]

=
[
⟨µ, α∨⟩ + s − m − 2n

u

]

=
[
χ − n

u

]
,

du,v =
[
⟨µ, α∨⟩ + s − u − n

v

]

=
[
χ + m − u

v

]
.

with χ = ⟨µ, α∨⟩ + s − (m + n).
We now use induction on the weight of w as before and also on m + n. Then we can

replace Fα,m−uFα,n−v(ws−(u+v)) with
[m+n−(u+v)

m−u

]
Fα,m+n−(u+v)(ws−(u+v)), as for u+v = 0

the weight of ws is strictly larger than µ, and for u+v > 0 we have m+n−(u+v) < m+n.
So the left hand side of equation (5.1) is

LHS =
∑
u,v

cudu,v

[
m + n − (u + v)

m − u

]
Fα,m+n−(u+v)(ws−(u+v))

=
∑
r,u

[
χ − n

u

][
χ + m − u

r − u

][
m + n − r

m − u

]
Fα,m+n−r(ws−r)

where we replaced the variable v with r = u + v.
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The right hand side of equation (5.1) becomes after applying the commutation relations

RHS =
[
m + n

m

]∑
r

[
⟨µ, α∨⟩ + s − (m + n)

r

]
Fα,m+n−rEα,s−r(w)

=
[
m + n

m

]∑
r

[
χ

r

]
Fα,m+n−r(ws−r).

Now we fix r and show that the coefficients of Fα,m+n−r(ws−r) in the expressions LHS
and RHS coincide. Hence we need to show that∑

u

[
χ − n

u

][
χ + m − u

r − u

][
m + n − r

m − u

]
=
[
m + n

m

][
χ

r

]
or, if we replace u with k = r − u and use

[m+n−r
m−u

]
=
[m+n−r

n+u−r

]
=
[m+n−r

n−k

]
,

∑
k

[
χ − n

r − k

][
χ + m − r + k

k

][
m + n − r

n − k

]
=
[
m + n

n

][
χ

r

]
.

This is the Saalschütz identity from Proposition 4.1, i.e. the identity∑
k

[
x + y + k

k

][
x + a − b

a − k

][
y + b − a

b − k

]
=
[
x + a

a

][
y + b

b

]
with x = χ − r, a = r, y = m and b = n. □

5.4. The Serre–Lusztig relations. The case m = 2 in the following proposition yields
the original Serre relations. The higher Serre relations, i.e. the cases with m > 2, were
proven by Lusztig in the case of quantum groups ([8, Chapter 1.4]). Lusztig proved an
even more general identity that we do not need for the following.

Proposition 5.3. Let α, β ∈ Π, α ̸= β, and m, n ≥ 0.
(1) If ⟨α, β∨⟩ = 0, then Fα,mFβ,n = Fβ,nFα,m and Eα,mEβ,n = Eβ,nEα,m.
(2) If ⟨α, β∨⟩ = −1 and m ≥ 2, then∑

r

(−1)rqr(2−m)Fα,rFβ,1Fα,m−r = 0,∑
r

(−1)rqr(2−m)Eα,rEβ,1Eα,m−r = 0.

Proof. Again fix an object M of X , a weight µ and an element w ∈ Mµ and prove both
identities by showing that both sides yield the same vector when applied to w. We only
prove the versions for the F -operators. The E-operator version then follows from the
existence of a non-degenerate form on M and the fact that the E-operators are adjoint to
the F -operators with respect to this form.

We start with identity (1). Again we prove the claim by showing that Eγ,sFα,mFβ,n(w) =
Eγ,sFβ,nFα,m(w) for all γ ∈ Π and s > 0. If γ ̸∈ {α, β}, then we can commute
the E-homomorphism to the far right, and downwards induction on µ yields the claim.
So suppose that γ = α. Then commuting the E-homomorphism to the right on the left
hand side of the equation yields∑

u

[
⟨µ − nβ, α∨⟩ + s − m

u

]
Fα,m−uFβ,nEγ,s−u(w).
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Doing the same thing to the right hand side yields∑
v

[
⟨µ, α∨⟩ + s − m

v

]
Fβ,nFα,m−vEγ,s−v(w).

As ⟨β, α∨⟩ = 0, the binomial coefficient of the u-summand in the first and the v-
summand in the second expression coincide if we identify u = v. Downward induction on
the weight µ now finishes the argument. The case γ = β is treated in a symmetric fashion.
This proves statement (1).

Now we prove statement (2). We need to show that

Eγ,s

(∑
r

(−1)rqr(2−m)Fα,rFβ,1Fα,m−r(w)
)

= 0 (5.2)

for all γ ∈ Π and s > 0. If γ ̸= α, γ ̸= β, then we commute E past all F -maps and then
use induction on the weight µ of w.

Now suppose that γ = α. Using the commutation relations we obtain

Eα,sFα,rFβ,1Fα,m−r(w) =
∑
u,v

cu,rdu,v,rFα,r−uFβ,1Fα,m−r−v(ws−(u+v))

with wt = Eα,t(w) and (note that ⟨α, β∨⟩ = −1!)

cu,r =
[
⟨µ − (m − r)α − β, α∨⟩ − r + s

u

]

=
[
⟨µ, α∨⟩ − 2m + r + s + 1

u

]

=
[
χ − m + r + 1

u

]
,

du,v,r =
[
⟨µ, α∨⟩ + s − u − m + r

v

]

=
[
χ − u + r

v

]
where we abbreviate χ := ⟨µ, α∨⟩ − m + s. Hence the left hand side of equation (5.2)
becomes∑

r,u,v

(−1)rqr(2−m)
[
χ − m + r + 1

u

][
χ − u + r

v

]
Fα,r−uFβ,1Fα,m−r−v(ws−u−v).

Now we replace (u, v) by (c, d) with c := u + v and d := r − u. Then m − r − v = m − c − d
and the above expression reads∑

r,c,d

(−1)rqr(2−m)
[
χ − m + r + 1

r − d

][
χ + d

c + d − r

]
Fα,dFβ,1Fα,m−c−d(ws−c) (5.3)

Now let us fix c and d. The coefficient of Fα,dFβ,1Fα,m−c−d(ws−c) is

∑
r

(−1)rqr(2−m)
[
χ − m + r + 1

r − d

][
χ + d

c + d − r

]

Ann. Repr. Th. 2 (2025), 2, p. 249–279 https://doi.org/10.5802/art.24

https://doi.org/10.5802/art.24


Representations and binomial coefficients 271

or, with t = r − d, ∑
t

(−1)t+dq(t+d)(2−m)
[
χ − m + t + d + 1

t

][
χ + d

c − t

]
.

Using the inversion formula from Proposition 4.1 this equals∑
t

(−1)dq(t+d)(2−m)
[
−χ + m − d − 2

t

][
χ + d

c − t

]
.

or

(−1)dvd(2−m)∑
t

qt(2−m)
[
−χ − d + m − 2

t

][
χ + d

c − t

]
. (5.4)

We leave this expression for a moment. A special case of the Chu–Vandermonde convolu-
tion yields ∑

t

q(c−t)(−χ−d+m−2)−t(χ+d)
[
−χ − d + m − 2

t

][
χ + d

c − t

]
=
[
m − 2

c

]
.

We calculate (c − t)(−χ − d + m − 2) − t(χ + d) = −c(χ + d + 2 − m) + t(2 − m) and hence

∑
t

qt(2−m)
[
−χ − d + m − 2

t

][
χ + d

c − t

]
= qc(χ+d+2−m)

[
m − 2

c

]
.

So expression (5.4) now is

(−1)dqd(2−m)+c(χ+d+2−m)
[
m − 2

c

]
.

Recall that we fixed c and d in expression (5.3) and took the summation over r to obtain
this expression. We plug this into equation (5.3) and obtain

∑
c,d

(−1)dqd(2−m)+c(χ+d+2−m)
[
m − 2

c

]
Fα,dFβ,1Fα,m−c−d(ws−c).

Now we fix c. The summation over d is the expression

qc(χ+2−m)
[
m − 2

c

]∑
d

(−1)dqd(2−(m−c))Fα,dFβ,1Fα,m−c−d(ws−c).

Suppose that c = 0. Then we can use downwards induction on the weight of w and deduce
that this expression vanishes (note that s > 0 and ws = Eα,s(w), which vanishes if the
weight of w is maximal). Suppose that c > 0. If m < 2 + c, the binomial coefficient
vanishes. In particular, this settles the case m = 2. Now we can use upwards induction on
m and deduce that

∑
d(−1)dqd(2−(m−c))Fα,dFβ,1Fα,m−c−d = 0. Hence the above expression

vanishes for all c and m ≥ 2. This is what we wanted to show in the case γ = α.
Now suppose that γ = β. Then

Eβ,sFα,rFβ,1Fα,m−r(w) = Fα,rFβ,1Fα,m−r(ws) + crFα,rFα,m−r(ws−1)

= Fα,rFβ,1Fα,m−r(ws) + cr

[
m

r

]
Fα,m(ws−1)
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with

cr =
[
⟨µ − (m − r)α, β∨⟩ + s − 1

1

]

=
[
⟨µ, β∨⟩ + m − r + s − 1

1

]
=
[
χ − r

1

]
with χ = ⟨µ, β∨⟩+m+s−1. Using downwards induction on the weight µ it hence suffices
to show that ∑

r

(−1)rqr(2−m)
[
χ − r

1

][
m

r

]
Fα,m(ws−1) = 0.

It is sufficient to show that ∑
r

(−1)rqr(2−m)
[
χ − r

1

][
m

r

]
= 0

But this is one of the identities listed in Proposition 4.1. □

6. Further relations in positive quantum characteristics

The relations that we obtained so far hold for all pairs (K, q), i.e. they are independent
of the (quantum) characteristic ℓ. We now add further relations in the case that ℓ > 0
and the order of q is odd if q ̸= ±1.

6.1. Decomposition of the operators. For 0 ≤ n < ℓ define the operators E
[n]
α,1 and

F
[n]
α,1 inductively by setting E

[0]
α,1 = id, F

[0]
α,1 = id and for 0 < n < ℓ

E
[n]
α,1 := 1

[n]Eα,1E
[n−1]
α,1 , F

[n]
α,1 := 1

[n]Fα,1F
[n−1]
α,1 .

Lemma 6.1. Suppose that ℓ > 0 and the order of q is odd if q ̸= ±1. Let n ≥ 0 and write
n = n0 + ℓn1 with 0 ≤ n0 < ℓ and n1 ∈ Z. Then

Eα,n = E
[n0]
α,1 Eα,ℓn1 = Eα,ℓn1E

[n0]
α,1

Fα,n = F
[n0]
α,1 Fα,ℓn1 = Fα,ℓn1F

[n0]
α,1 .

Proof. Lemma 5.2 yields

Eα,n =
[

n

n0

]
Eα,n0Eα,ℓn1 , and

[
n

n0

]
=
[
n0
n0

](
n1
0

)
= 1

by Lucas’ theorem (Proposition 4.4). Hence we are left with showing that Eα,n = E
[n]
α,1

for 0 ≤ n < ℓ. For this we use induction on n. The statement is clear for n = 0. Using
Lemma 5.2 again gives us

[n
1
]
Eα,n = Eα,1Eα,n−1. Since

[n
1
]

= [n] ̸= 0 for 1 ≤ n < ℓ, we
obtain

Eα,n = 1
[n]Eα,1Eα,n−1 = 1

[n]Eα,1E
[n−1]
α,1 = E

[n]
α,1

using the induction hypothesis. We prove the identity for the F -operators in the same
way. □

Lemma 6.2. Suppose that ℓ > 0 and the order of q is odd if q ̸= ±1. Let λ ∈ X.
(1) Suppose that v ∈ S(λ) is such that Eα,1(v) = 0 and Eα,ℓt(v) = 0 for all α ∈ Π and

t > 0. Then v ∈ S(λ)λ.
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(2) Let S ⊂ S(λ) be the smallest X-graded subspace that contains S(λ)λ and is stable
under all operators Fα,1 and Fα,ℓt for all α ∈ Π and t > 0. Then S = S(λ).

Proof. First let us show that claim (1) follows from claim (2). So let v ∈ S(λ) be as in
claim (1). Let b be a non-degenerate contravariant form on S(λ). Then b(v, Fα,1(w)) =
b(Eα,1(v), w) = 0 and b(v, Fα,ℓt(w)) = b(Eα,ℓt(v), w) = 0 for all w ∈ S(λ). So if claim (2)
is true, then v is orthogonal to

⊕
µ<λ S(λ)µ, hence must be contained in S(λ)λ.

So let us prove claim (2). Lemma 6.1 shows that S is stable under all homomorphisms
Fα,n with α ∈ Π and n > 0. As S(λ) is F -cyclic (Theorem 2.11), we deduce S = S(λ). □

6.2. On primitive and coprimitive vectors in the case of a restricted highest
weight. The next results will be used in the proof of Steinberg’s tensor product theorem.
It concerns the simple objects with restricted highest weight.

Definition 6.3. A weight λ ∈ X is called restricted if 0 ≤ ⟨λ, α∨⟩ < ℓ for all α ∈ Π.

In particular, if ℓ = 0, there is no restricted weight.

Lemma 6.4. Suppose that ℓ > 0 and the order of q is odd if q ̸= ±1. Let λ ∈ X be a
restricted weight. Then the following holds.

(1) Suppose that v ∈ S(λ) is such that Eα,1(v) = 0 for all α ∈ Π. Then v ∈ S(λ)λ.
(2) Let S ⊂ S(λ) be the smallest X-graded K-vector space that contains S(λ)λ and is

stable under all homomorphisms Fα,1 with α ∈ Π. Then S = S(λ).

Proof. As in the proof of Lemma 6.2 one can show that claim (2) implies claim (1). So
let us prove claim (2). As S(λ) is F -cyclic, it is sufficient to show that S is stable under
all homomorphisms Fα,m with α ∈ Π and m ≥ 1. For this we use induction on m. By
assumption, S is stable under Fα,1 for all α ∈ Π. So let m ≥ 2 and assume that S is stable
under Fα,n for all α ∈ Π and 1 ≤ n < m. We now show that for all µ ≤ λ, w ∈ Sµ and
α ∈ Π we have Fα,m(w) ∈ S. This we show by downwards induction on µ. Suppose that
µ = λ. Now our assumption that λ is restricted comes into play. Suppose m ≤ ⟨λ, α∨⟩.
Then m < ℓ and Lemma 6.1 shows that Fα,m is a multiple of F m

α,1. Hence Fα,m(w) ∈ S

as S(λ)λ ⊂ S and S is stable under Fα,1. But if m > ⟨λ, α∨⟩, then Fα,m(w) = 0 by
Lemma 5.1. Hence Fα,m(w) ∈ S for any m > 0 if w ∈ S(λ)λ.

Now suppose that µ < λ and w ∈ Sµ. By the induction on µ we can assume that Sν =
S(λ)ν for all ν > µ, hence we can assume that w = Fβ,1(w′) for some β ∈ Π and w′ ∈ Sµ+β

(as S(λ) is F -cyclic). If ⟨α, β∨⟩ = 0, then Fα,m(w) = Fα,mFβ,1(w′) = Fβ,1Fα,m(w′) (by
Proposition 5.3), and Fα,m(w′) ∈ S (by induction on µ), so Fβ,1Fα,m(w′) ∈ S. Now
suppose ⟨α, β∨⟩ = −1. Then the Serre–Lusztig relation in Proposition 5.3 reads∑

r

(−1)rqr(2−m)Fα,rFβ,1Fα,m−r = 0,

hence Fα,m(w) = Fα,mFβ,1(w′) is a linear combination of vectors of the form Fα,rFβ,1
Fα,m−r(w′) with 0 ≤ r < m. Using the induction hypothesis on µ we see as before that
Fβ,1Fα,m(w′) ∈ S (the r = 0 case), and for 0 < r < m we have Fα,rFβ,1Fα,m−r(w′) ∈ S by
the induction on m. Hence Fα,m(w) ∈ S in all cases. □

6.3. The Frobenius pullback. We still assume that the characteristic of (K, q) is ℓ > 0
and that the order of q is odd if q ̸= ±1. In this section we denote the corresponding
category by X(K,q), since we will also consider the category X(K,1). We do not assume
anything on the characteristic of (K, 1). We construct a K-linear functor from the category
X(K,1) to the category X(K,q).
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So let λ ∈ X and consider the simple object S(K,1)(λ) of X(K,1). We denote by S′ the
X-graded K-vector space with

S′
µ =

{
0, if µ ̸∈ ℓX,

S(λ) 1
ℓ

µ, if µ ∈ ℓX.

For α ∈ Π and n ∈ Z and µ ∈ X define

E′
µ,α,n :=

{
0, if µ ̸∈ ℓX or n ̸∈ ℓZ,

E µ
ℓ

,α, n
ℓ
, if µ ∈ ℓX and n ∈ ℓZ,

F ′
µ,α,n :=

{
0, if µ ̸∈ ℓX or n ̸∈ ℓZ,

F µ
ℓ

,α, n
ℓ
, if µ ∈ ℓX and n ∈ ℓZ.

Then E′
µ,α,n is a homomorphism from S′

µ to S′
µ+nα, and F ′

µ,α,n is a homomorphism from
S′

µ+nα to S′
µ.

Theorem 6.5. Suppose that ℓ > 0 and that the order of q is odd if q ̸= ±1. Then the
X-graded space S′ together with the operators E′

µ,α,n and F ′
µ,α,n defined above is an object

in X(K,q). It is isomorphic to S(K,q)(ℓλ).

The construction is obviously functorially, so we can consider the above as a Frobenius
pullback functor Frob∗ : X(K,1) → X(K,q) with the property Frob∗(S(K,1)(λ)) ∼= S(K,q)(ℓλ).

Proof. We show that the axioms (X1), (X2′) and (X3) are satisfied. Axiom (X1) readily
follows from the corresponding property of S(K,1)(λ). We now check the commutation
relations. So let α, β ∈ Π, m, n > 0, µ ∈ X and v ∈ S′

µ. We need to check that

E′
α,mF ′

β,n(v) =


F ′

β,nE′
α,m(v), if α ̸= β,∑

r

[
⟨µ, α∨⟩ + m − n

r

]
F ′

α,n−rE′
α,m−r(v), if α = β.

If µ ̸∈ ℓX, then v = 0 and both sides of the above equation vanish. Now suppose
that µ ∈ ℓX. If m ̸∈ ℓZ or n ̸∈ ℓZ, then the left hand side of the equation vanishes.
The only terms on the right hand side that do not obviously vanish are of the form[⟨µ,α∨⟩+m−n

r

]
F ′

α,n−rE′
α,m−r(v), where m − r ∈ ℓZ and n − r ∈ ℓZ. For those terms we have

m − n ∈ ℓZ and hence ⟨µ, α∨⟩ + m − n ∈ ℓZ. Then
[⟨µ,α∨⟩+m−n

r

]
= 0 unless r ∈ ℓZ by

Lemma 4.5. But if r ∈ ℓZ, then m − r ∈ ℓZ and n − r ∈ ℓZ imply m, n ∈ ℓZ, contrary to
our assumption.

We are left with the case that µ ∈ ℓZ and m, n ∈ ℓZ. In this case the left hand side
is E′

α,mF ′
β,n(v) = Eα, m

ℓ
Fβ, n

ℓ
(v). In the case α ̸= β the claimed identity follows from

Eα, m
ℓ

Fβ, n
ℓ
(v) = Fβ, n

ℓ
Eα, m

ℓ
(v) = F ′

β,nE′
α,m(v). Suppose that α = β. As

[⟨µ,α∨⟩+m−n
r

]
= 0

unless r = ℓs for some s ∈ Z, we obtain for
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∑
r

[
⟨µ, α∨⟩ + m − n

r

]
F ′

α,n−rE′
α,m−r(v):

=
∑

s

[
⟨µ, α∨⟩ + m − n

ℓs

]
F ′

α,n−ℓsE′
α,m−ℓs(v)

=
∑

s

( ⟨µ,α∨⟩+m−n
ℓ

s

)
Fα, n

ℓ
−sEα, m

ℓ
−s(v) (Lemma 4.5)

=
∑

s

[ ⟨µ,α∨⟩+m−n
ℓ

s

]
q=1

Fα, n
ℓ

−sEα, m
ℓ

−s(v)

= Eα, m
ℓ

Fα, n
ℓ
(v) (by axiom (X2′) for S(K,1)(λ)) = E′

α,mF ′
α,n(v).

Finally, let us check that axiom (X3) is also satisfied. The fact that S(K,1)(λ) is F -cyclic
implies immediately that S′ is F ′-cyclic. Hence im F ′

µ = S′
µ for all µ ̸= ℓλ and im F ′

ℓλ = 0.
Suppose that µ ∈ X and v ∈ S′

µ are such that v ̸= 0 and E′
µ(v) = 0. This implies that

µ ∈ ℓX and E µ
ℓ
(v) = 0 in S(K,1)(λ). Hence µ

ℓ = λ, i.e. µ = ℓλ. Hence ker Eµ = 0 unless
µ = ℓλ, and ker Eℓλ = S′

ℓλ. In any case we have S′
µ = im F ′

µ ⊕ ker E′
µ. Hence axiom (X3)

is satisfied as well.
So S′ is an object in X(K,q). As it is F -cyclic with highest weight ℓλ, it is isomorphic

to S(K,q)(ℓλ). □

Remark 6.6. We deduce that S(K,q)(ℓλ)µ = 0 unless µ ∈ ℓX, and that Eα,n = 0 and
Fα,n = 0 on S(K,q)(ℓλ) for all α ∈ Π if n ̸∈ ℓZ.

6.4. Steinberg’s tensor product formula. Again we assume that the quantum char-
acteristic ℓ of (K, q) is positive. Let λ0, λ1 ∈ X. Now we consider S′ := S(λ0) ⊗K S(ℓλ1)
as an X-graded vector space by setting S′

µ :=
⊕

µ=ν+ℓρ S(λ0)ν ⊗K S(ℓλ1)ℓρ. (Note that
we sum over all pairs (ν, ρ) here, regardless of the fact whether µ = ν + ℓρ is an ℓ-adic
decomposition (i.e. , ν is restricted) or not.) Then we define operators E′

α,m and F ′
β,n on

S′ by setting

E′
α,m(v0 ⊗ v1) :=

∑
s

Eα,s(v0) ⊗ Eα,m−s(v1),

F ′
β,n(v0 ⊗ v1) :=

∑
t

Fβ,t(v0) ⊗ Fβ,n−t(v1)

for v0 ∈ S(λ0) and v1 ∈ S(ℓλ1). Recall that the operators Eα,r and Fα,r act trivially on
v1 unless r ∈ ℓZ by Remark 6.6.

Theorem 6.7. Suppose that ℓ > 0 and that the order of q is odd if q ̸= ±1. Suppose
that λ0 is restricted. Then the X-graded space S′ together with the operators E′

α,m, F ′
β,n

defined above is an object in X . It is isomorphic to S(λ0 + ℓλ1).

Proof. First we check that the axioms (X1), (X2′) and (X3) are satisfied. The axiom (X1)
is clear. Let us check the commutation relations of (X2′). So let α, β ∈ Π, m, n > 0,
µ0, µ1 ∈ X, v0 ∈ S(λ0)µ0 , v1 ∈ S(ℓλ1)ℓµ1 . First suppose that α ̸= β. Then
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E′
α,mF ′

β,n(v0 ⊗ v1) =
∑
s,t

Eα,sFβ,t(v0) ⊗ Eα,m−sFβ,n−t(v1)

=
∑
s,t

Fβ,tEα,s(v0) ⊗ Fβ,n−tEα,m−s(v1)

= F ′
β,nE′

α,m(v0 ⊗ v1).
Suppose that α = β. For convenience we now write Ex and Fy instead of Eα,x and Fα,y

and µi instead of ⟨µi, α∨⟩. Then E′
mF ′

n(v0 ⊗ v1) =
∑

s,t EsFt(v0) ⊗ Em−sFn−t(v1) and this
equals ∑

s,t,a,b

[
µ0 + s − t

a

][
ℓµ1 + m − s − (n − t)

b

]
Ft−aEs−a(v0) ⊗ Fn−t−bEm−s−b(v1).

We now apply the following change of variables. Set x := s − a, y := t − a and r := a + b.
So s = x + a, t = y + a, b = r − a. The above expression then is∑

a,x,y,r

[
µ0 + x − y

a

][
ℓµ1 + m − n + y − x

r − a

]
FyEx(v0) ⊗ Fn−y−rEm−x−r(v1).

Now note that Fn−y−rEm−x−r(v1) = 0 unless n − y − r and m − x − r are both divisible
by ℓ (by Remark 6.6). But then m − n + y − x is divisible by ℓ, and this implies that[ℓµ1+m−n+y−x

r−a

]
= 0 unless r − a is divisible by ℓ. In this case,[

ℓµ1 + m − n + y − x

r − a

]
=
(

ℓµ1+m−n+y−x
ℓ

r−a
ℓ

)
.

Hence the expression displayed above translates into∑
x,y,r

a ∈ r+ℓZ

[
µ0 + x − y

a

](
ℓµ1+m−n+y−x

ℓ
r−a

ℓ

)
FyEx(v0) ⊗ Fn−y−rEm−x−r(v1). (6.1)

Now we want to fix x, y, r and take the above summation over the parameter a. Note that
Lemma 4.5 yields the equation∑

a ∈ r+ℓZ

[
µ0 + x − y

a

](
ℓµ1+m−n+y−x

ℓ
r−a

ℓ

)
=
[
µ0 + ℓµ1 + m − n

r

]
.

Expression (6.1) now simplifies to

∑
x,y,r

[
µ0 + ℓµ1 + m − n

r

]
FyEx(v0) ⊗ Fn−y−rEm−x−r(v1)

=
(∑

r

[
µ0 + ℓµ1 + m − n

r

]
F ′

n−rE′
m−r

)
(v0 ⊗ v1),

which is what we wanted to show. Hence axiom (X2′) holds.
Let us check (X3). We claim that S′ is F -cyclic of highest weight λ0 + ℓλ1. Let

S′′ ⊂ S′ be the smallest subspace that contains the (one-dimensional) subspace S′
λ0+ℓλ1

=
S(λ0)λ0 ⊗ S(ℓλ1)ℓλ1 and is stable under all F ′-maps. As F ′

α,1 acts trivially on S(ℓλ1)
for all α, and as S(λ0) is F1-cyclic by Lemma 6.4 (recall that λ0 is restricted), we deduce
S(λ0)⊗S(ℓλ1)ℓλ1 ⊂ S′′. The definition of the F ′

α,n and the fact that S(ℓλ1) is F -cyclic then
shows inductively that S(λ0) ⊗ S(ℓλ1)ν ⊂ S′′ for all ν < ℓλ1, hence S(λ0) ⊗ S(ℓλ1) ⊂ S′′.
So S′ is F -cyclic.
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Now we claim that E′
µ : S′

µ → S′
δµ is injective for all µ ̸= λ0 + ℓλ1. Since Eα,1 acts

trivially on S(ℓλ1) for all α ∈ Π, we deduce

ker ES′
α,1 ⊂ ker E

S(λ0)
α,1 ⊗K S(ℓλ1),

hence

ker ES′
µ ⊂

(⋂
α

ker E
S(λ0)
α,1

)
⊗K S(ℓλ1)

= S(λ0)λ0 ⊗K S(ℓλ1)

by Lemma 6.4. Since Eα,n acts trivially on S(λ0)λ0 we deduce

ker ES′
α,n ⊂ S(λ0)λ0 ⊗K ker ES(ℓλ1)

α,n

for all α ∈ Π and n > 0. Hence

ker ES′
µ ⊂ S(λ0)λ0 ⊗K S(ℓλ)ℓλ1 = S′

λ0+ℓλ1 .

Hence ker Eµ = 0 unless µ = λ0 +ℓλ1, and ker Eλ0+ℓλ1 = S′
λ0+ℓλ1

as λ0 +ℓλ1 is the highest
weight of S′. So axiom (X3) holds as well, so S′ is an object in X . As it is F -cyclic with
highest weight λ0 + ℓλ1, it is isomorphic to S(λ0 + ℓλ1). □

7. Representations of Lie algebras and quantum groups

In this final section we show that the category X has a real life interpretation in the
case that the coefficients c are (quantum) binomials as before. Again we assume that R
is simply laced (for notational convenience).

We denote by UZ the quantum group over Z = Z[v, v−1] (with divided powers) as-
sociated with the Cartan matrix (⟨α, β∨⟩)α,β∈Π of R. It is generated by the elements
e

[n]
α , f

[n]
α , kα, k−1

α for α ∈ Π and n > 0 and some relations that can be found in [7, Sec-
tions 1.1-1.3]. For α ∈ R, n > 0 also the element[

kα

n

]
:=

n∏
s=1

kαv−s+1 − k−1
α vs−1

vs − v−s

is contained in UZ . We let U+
Z , U−

Z and U0
Z be the unital subalgebras of UZ that are

generated by the sets {e
[n]
α }, {f

[n]
α } and {kα, k−1

α ,
[kα

n

]
}, resp. A remarkable fact, proven by

Lusztig, is that each of these subalgebras is free over Z and admits a PBW-type basis, and
that the multiplication map U−

Z ⊗Z U0
Z ⊗Z U+

Z → UZ is an isomorphism of Z -modules
([7, Theorem 6.7]).

Recall that we fixed a field K and an invertible element q ∈ K. We let U := UZ ⊗Z K
and U∗ := U∗

Z ⊗Z K for ∗ = −, 0, +. In this article we consider U only as an associative,
unital algebra and forget about the Hopf algebra structure.

By [1, Lemma 1.1] every µ ∈ X yields a character

χµ : U0
Z → Z

k±1
α 7→ v±⟨µ,α∨⟩[

kα

r

]
7→
[
⟨µ, α∨⟩

r

]
(α ∈ Π, r ≥ 0).
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We can extend this character to a character χµ : U0 → K. A U -module M is called a
weight module if M =

⊕
µ ∈ X Mµ, where

Mµ :=
{

m ∈ M
∣∣∣H.m = χµ(H)m for all H ∈ U0

}
.

Hence all the weight modules that we consider in this article are of “type 1” (cf. [6,
Section 5.1]). An element µ ∈ X is called a weight of M if Mµ ̸= {0}.

The triangular decomposition of U allows us to construct highest weight modules. We
denote by L(λ) the irreducible U -module with highest weight λ.

Now let us consider L(λ) as an X-graded K-vector space and let us denote by Eµ,α,n : Mµ

→ Mµ+nα and Fµ,α,n : Mµ+nα → Mµ the homomorphisms given by the actions of e
[n]
α and

f
[n]
α , resp., for all µ ∈ X, α ∈ Π, n > 0.

Theorem 7.1. The X-graded space L(λ) together with operators Eµ,α,n and Fµ,α,n yields
an object in X . It is isomorphic to S(λ).

Proof. We check the axioms (X1), (X2′) and (X3). As the weights of L(λ) are quasi-
bounded and the weight spaces are finite dimensional, (X1) is satisfied. If α ̸= β then eα

and fβ commute, hence e
[m]
α and f

[n]
β commute for all m, n > 0. In order to check the

commutation relations in the case α = β, set[
kα; c

r

]
=

r∏
s=1

kαqc−s+1 − k−1
α q−c+s−1

qs − q−s
.

This element is contained in U0 and acts as multiplication with
r∏

s=1

q⟨ν,α∨⟩+c−s+1 − q−⟨ν,α∨⟩−c+s−1

qs − q−s

on each vector of weight ν. By [7, Section 6.5] the following relations holds in UZ for all
α, β ∈ Π, m, n > 0:

e[m]
α f

[n]
β =

min(m,n)∑
r=0

f [n−r]
α

[
kα; 2r − m − n

r

]
e[m−r]

α .

For v ∈ Mµ we hence obtain

e[m]
α f

[n]
β (v) =

min(m,n)∑
r=0

f [n−r]
α

r∏
s=1

qζ−s+1 − q−ζ+s−1

qs − q−s
e[m−r]

α (v),

where ζ = ⟨µ + (m − r)α, α∨⟩ + 2r − m − n = ⟨µ, α∨⟩ + m − n. In order to prove that
condition (X2) holds, it remains to show that[

ζ

r

]
=

r∏
s=1

qζ−s+1 − q−ζ+s−1

qs − q−s
,

which is (almost) immediate from the definition. Hence the axiom (X2′) is satisfied.
Finally, we need to check (X3). As L(λ) is a highest weight module it is F -cyclic. Hence

im Fµ = Mµ for all µ ̸= λ, and im Fλ = 0. Moreover, by the general theory in highest
weight categories, L(λ) has no primitive vectors of weight ̸= λ, hence ker Eµ = 0 for all
µ ̸= λ, and ker Eλ = Mλ. Hence (X3) is satisfied as well. We obtain the object S(λ), as
L(λ) is F -cyclic with highest weight λ. □
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